
Abstract. Does the observation of well-timed move-
ments imply the existence of some internal representa-
tion of time, such as a hypothetical neural clock? Here
we report the results of experiments designed to inves-
tigate whether subjects form a correct adaptive repre-
sentation of mechanical environments that change in a
very predictable manner. In these experiments, subjects
were asked to execute arm movements over a two-
dimensional workspace while experiencing time-depen-
dent disturbing forces. We provide a formal definition
for time representation and conclude that our subjects
didn’t use time representation for motor adaptation
under the tested conditions.
Subjects performed arm-reaching movements in the

following experiments: (1) six experiments in a sinusoi-
dal time-varying force field; (2) six experiments in a
simple sequence of alternating viscous force fields, in
which the number of targets allowed for the approxi-
mation of the force by a complex state-dependent force
field; and (3) six experiments in the same simple se-
quence of alternating viscous force fields, in which no
state-dependent force field approximation was possible.
We found that the subjects did not adapt to the time-
varying force field and were unable to form an adequate
representation of the simple sequence of force fields. In
the latter case, whenever possible, they adapted to a
single state-dependent field that produced forces similar
to the two alternating fields. This state-dependent field
produced the same forces as the applied sequence of fields
only over the trajectories that subjects executed during the
training phase. However, the state-dependent field was
inadequate to produce the correct forces generated by the
field sequence over a new set of trajectories.
These results are not consistent with the hypothesis

that subjects would develop a correct representation
of time-dependent forces, at least under the tested

circumstances. We speculate that the system responsible
for adaptation of movements to external forces may be
unable to employ temporal representation. While it is
possible that such a representation may emerge in a
more prolonged and/or intense training, our findings
indicate a preference by the adaptive system to gener-
alize based on representing dependence of external for-
ces upon state rather than upon time.

1 Introduction

When moving their arms, people learn to adjust motor
commands to compensate for disturbing forces
depending consistently on the state of motion of the
limb (Shadmehr and Mussa-Ivaldi 1994; Flash and
Gurevich 1997; Flanagan and Wing 1997; Lackner and
Dizio 1998; Wolpert and Ghahramani 2000). This
compensatory mechanism is a form of adaptation
critical to our ability to cope with changes in body
dynamics due to natural development, aging, and
traumatic events.
Many tasks involve manipulating objects that gen-

erate time-varying forces. For example, when we carry
a container full of liquid, the reaction forces generated
by the container depend on state variables, such as the
configuration of the liquid, that are not observed.
Consequently, these forces vary with time but do not
appear to vary consistently with the state of motion of
the arm. Some tasks are performed in a time-varying
environment. This may be due to a pathological state,
such as tremor, that can be regarded as a quasiperiodic
perturbation arising from noncontrolled internal pro-
cesses. In the case of intentional tremor, these processes
are associated with the execution of a motor command.
We examined the ability of the adaptive system to cope
with time-varying perturbations by correctly repre-
senting forces as functions of time instead of as func-
tions of the state of motion of the arm. This ability
would require access to some neural structure repre-
senting time.
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Numerous studies suggest the existence of explicit
timing structures in the central nervous system. Accurate
music performance is frequently explained based on
biological clocks or internal timekeepers (see, e.g.,
Palmer 1997). Ivry (1996) describes two computational
options for time representation in the brain. One option
is a clock-counter model involving a single pacemaker
and multiple counters to construct time intervals. The
second option is a combination of multiple internal
mechanisms, each representing a specific time interval.
According to Ivry, there is evidence for the involvement
of many neural structures in the task of time represen-
tation including the cerebellum, basal ganglia, and even
some cortical structures. Buonomano and Merzenich
(1995) suggested a physiologically plausible artificial
neural network model for time representation, and
Meck (1996) provided a review of internal clocks and
memory of time. Llinas suggested the olivocerebellar
system as a possible location for an internal represen-
tation of time (Welsh et al. 1995). However, Keating and
Thach (1997) found no evidence for clock signals in this
system. This is not an exhaustive review of the many
studies that have addressed the issue of time represen-
tations in the central nervous system (see also the
numerous references about biological clocks mentioned
in the papers above; Block 1990; Winfree 2000). Yet it
appears that the words of Block in the introduction to
his book are still valid today: ‘‘no simple model can
purport to explain the variety of temporal behaviors and
phenomena that are experienced by individuals’’ (Block
1990). Regarding discrete temporal representation,
many studies have addressed the ability of subjects to
implicitly learn sequences of events (Reber 1989; Cohen
et al. 1990; Berns et al. 1997; Dominey et al. 1998; Beiser
and Houk 1998; Seidler et al. 2002). How the brain
generates temporal behaviors and whether it uses
structures such as clocks and counters are still open
questions.
Following the vast apparent evidence for time and

sequence representation in the central nervous system,
our null hypothesis is that sequence, time, and state
representation are all equally available for adaptation by
the motor control system. The critical implication of this
hypothesis is that subjects should be able to adapt to
perturbations that depend on time as rapidly and effi-
ciently as to perturbations depending on the position
and/or velocity of the hand. Our results reject this
hypothesis and suggest that the ability of the motor
control system to employ representation of time is lim-
ited. In Sect. 2, we present a formal definition of time
representation and speculate on its relevance to motor
adaptation.
Our findings relate to the role of internal models in

the control of movements. Several studies suggest that
the central nervous system constructs internal models of
arm dynamics to generate the motor commands needed
to drive the hand along a planned trajectory (see, e.g.,
Inbar and Yafe 1976; Gottlieb 1994; Bhushan and
Shadmehr 1999; Kawato 1999; Karniel and Inbar 2000;
Mussa-Ivaldi and Bizzi 2000; Wolpert and Ghahramani
2000). The normal unperturbed trajectory of the hand

reaching for a target is typically a straight line from the
initial position of the hand to the target (Morasso 1981;
Flash and Hogan 1985). When perturbing forces are
applied, the trajectory of the hand initially deviates from
this straight line. After prolonged exposure to forces that
depend on the state of motion of the hand – i.e., on its
position and velocity – subjects learn to generate com-
pensatory forces that cancel the force perturbation
(Shadmehr and Mussa-Ivaldi 1994). At this point, an
unexpected removal of the perturbation (called a catch-
trial) results in an erroneous movement approximately
the mirror image of the initial deviation caused by the
perturbing force. This is called an after-effect of adap-
tation. After-effects reveal the existence of a predictive
mechanism and support the hypothesis that the central
nervous system has indeed formed an internal model of
the external perturbation. It is important to note that
this type of motor adaptation is not a transitory change
and that it gives rise to long-term retention and inter-
ference effects that have been found to last across
different days (see Brashers-Krug et al. 1996).
Here we examine the problem of adapting movements

to disturbing forces that depend periodically on time
rather than on the state of motion of the arm. Subjects
were required to reach with the hand toward several
target locations while holding the handle of a robotic
manipulandum (Fig. 1a). In one experiment (Experi-
ment 1), the manipulandum exerted a perturbing force
with constant direction and with amplitude that varied
periodically with time (Fig. 1). The amplitude and fre-
quency of the force were not particularly challenging.
Indeed subjects in these and other experiments were able
to compensate for forces of similar amplitude and fre-
quency if these forces were correlated with the velocity
of the hand (Conditt and Mussa-Ivaldi 1999). However,
in the first experiment reported here, the force was un-
correlated with the arm movement (see Fig. 1). The lack
of correlation between the force perturbation and the
state of the arm is essential to insure that adaptation
may only result from the explicit representation of the
dependence of force upon time.
A dynamic environment may also depend on time in a

discrete sequential manner. For example, in some
industrial tasks, one must move around items of differ-
ent size and weight. How do we adapt to a sequence of
loads? To address this question, we carried out a second
set of experiments (Experiments 2 and 3) in which sub-
jects were exposed to a very simple sequence of distur-
bances. As in the first experiment, subjects were required
to reach targets with their hand. However, in these
experiments the manipulandum applied force distur-
bances with alternating directions in subsequent move-
ments. This allowed us to explore the subjects’ ability to
counteract the disturbances by forming an internal
representation of their sequential order.
When a perturbation is applied to reaching move-

ments of the hand, two signs are generally considered to
be evidence for the development of an internal model of
the perturbation. The first sign is a progressive recovery
of a rectilinear motion. The second sign is the appear-
ance of after-effects in catch-trials, when the force is
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unexpectedly removed. In the experiments reported here,
we observed both signs if the perturbation could be
unambiguously associated with the position and velocity
of the hand (in a control experiment and in Experiment
2) but not when the perturbation could only be predicted
on the basis of its dependence on time (sinusoidal
dependent in Experiment 1 and simple sequence of
alternating forces in Experiment 3). Taken together,
these results contradict the hypothesis that sequence,
time, and state representation are equally available for
adaptation by the motor control system.

2 Internal model and time representation.
Formal definitions

In this section, we provide a rigorous description of our
underlying assumptions in constructing the null hypoth-
esis.
Under rather broad assumptions, the nonlinear

dynamics of the limb are described by a system of or-
dinary differential equations, which collectively may be
written as:

Dðq; _qq; €qqÞ ¼ Cð�Þ : ð1Þ

Here the vector q represents the spatial configuration of
the limb as a collection, for example of joint angles. The
dot represents time derivative. The term on the right,
Cð�Þ, represents the forces generated by the motor
control system as it executes a desired movement qdðtÞ.
The circle in the parentheses indicates that we are
uncertain about which variables the controller does
actually depend on. It may or may not include a
representation of time. Regardless of the explicit depen-
dency of Cð�Þ on time, the solution of the dynamics
(Eq. 1) is a trajectory of the arm, q tð Þ ¼ qdðtÞ, which
consists of a temporal sequence of positions.
To investigate the structure of Cð�Þ, we have devel-

oped a paradigm exploiting the mechanism of motor
adaptation to perturbing force fields (Shadmehr and
Mussa-Ivaldi 1994; Conditt and Mussa-Ivaldi 1999).
Specifically, if the dynamics of the limb are altered by a
perturbation that depends explicitly on time, EðtÞ, and

whose time course is not in a predefined temporal rela-
tion with the planned motion, qdðtÞ, then the only way
for the control system to recover the planned motion
over a repeated set of trials is by developing a new
control function that exhibits an explicit time depen-
dency:

Dðq; _qq; €qqÞ þ EðtÞ ¼ Cð�Þ þ ÊE tð Þ ð2Þ

The time-varying force ÊEðtÞ is a prediction – or internal
model – of the external perturbation. With a perfectly
accurate prediction of EðtÞ, the perturbed form of the
limb’s dynamics (Eq. 2) admits qdðtÞ as a solution.1 In
the rest of this section we briefly present a formal
definition of time representation that is needed in order
to construct the internal model ÊEðtÞ.
A dynamic system is described by means of a set of

state variables and the following differential equation:

_xx ¼ f x; u tð Þð Þ with initialcondition x t ¼ 0ð Þ ¼ x0 ð3Þ

The vector x contains all the states that determine the
behavior of the system. In the case of a biological
control system, x may include information about joint
angles and velocities (q and _qq of Eq. 2), the state of the
muscles, and the state of the nervous system. The vector
of signals u tð Þ represents all the external influences on
the system. When the system is isolated from the
environment, it is called an autonomous system. In this
case, the variable t does not explicitly appear in the
dynamics equation, but some of the state variables may
still provide an external observer with a representation
of time. If it is possible to deduce the time from the
current value of the state variables, the system is said to
be capable of representing time. More formally:

Fig. 1. The manipulandum and the time-
dependent force perturbation. a Plan view of
a subject holding the manipulandum.
b, c Two examples of force fields in the first
experiment. d The four targets and eight
movements that were performed. e The
amplitude of the applied force field (dashed
line) over the velocity profiles of two move-
ments. The applied force perturbation at the
peak velocity of the first movement is
illustrated in b and of the second movement
in c

1Recent studies have shown that the equilibrium-point hypothe-
ses could be used to explain motor adaptation (Weeks et al. 1996;
Gribble and Ostry 2000). In this framework, the modifier ÊEðtÞ in
Eq. 2 above would be called not an internal model but the internal
representation of the external perturbation generated by modifi-
cation of the virtual trajectory and/or the R and C parameters of
the k-model. The question would then be: could the system that
generates the equilibrium trajectory employ time representation?
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Definition 1: A system (Eq. 3) with n state variables is
said to be capable of representing time if there exists a
deterministic function h : <n ! < such that t ¼ h xð Þ for
any u tð Þ.

This strict definition can be relaxed by limiting the
accuracy of the function h and the time span over which
the time representation is possible.

Definition 2: A system (Eq. 3) with n state variables is
said to be capable of representing time for up to T seconds
with accuracy e if there exists a deterministic function
h : <n ! < such that t 	 h xð Þj j � e for t � T and for any
u tð Þ.

The basic idea is the existence of a subsystem from
which time information can be extracted and which
could be used thereafter for the purpose of modeling the
external perturbation. Note that according to the above
definitions, h must not depend on the input, u. This
property implies that the time representation must not
be affected by influences that are external to the system.
For example, consider a pendulum moving freely

without friction. The linearized dynamic equation is

_xx ¼ 0 1
	a 0

� �
x. The state vector x ¼ ðx1; x2Þ has two

components, representing the pendulum position and
velocity, respectively. The solution for an initial condi-
tion x0 ¼ x1; x2ð Þ ¼ ð1; 0Þ is x1 ¼ cos a � tð Þ. During
the first cycle, time can be extracted as follows:
t ¼ h xð Þ ¼ 1

a cos
	1 x1ð Þ. Actual clocks typically use such a

basic dynamic system with an additional counter that
keeps track of the number of cycles to obtain a time
representation. It is legitimate to hypothesize the exis-
tence of similar mechanisms in the nervous system based
on some form of periodic dynamics that is isolated, at
least for substantial periods of time, from external
influences.
Sequence representation is a special case of time

representation. A sequence implies the existence of a
discrete variable, n 2 N , that is monotonically increasing
with time and takes values from the set of natural
numbers (n ¼ 1; 2; 3; . . .). The above discussion can be
extended to the case of sequence representation, where a
discrete time variable n replaces the extracted time var-
iable. Once the variable n is extracted, any sequence S nð Þ
can be represented.
Introducing the above definitions in Eq. 2, it be-

comes:

Dðq; _qq; €qqÞ þ Eðq; _qq; €qq; tÞ ¼ Cð�Þ þ ÊE xð Þ ð4Þ

We assume that the dynamics of the variables (x) are
described by an equation of the form of Eq. 3. This
study was aimed at exploring the structure of the
internal model ÊE xð Þ when the external field depends
explicitly on time. In previous studies, it was demon-
strated that the motor control system is able to adapt to
perturbations that depend on or correlate with the
dynamic state of the limb (Shadmehr and Mussa-Ivaldi
1994; Flash and Gurevich 1997; Flanagan and Wing

1997; Lackner and Dizio 1998; Wolpert and Ghahra-
mani 2000). Therefore, we know that the state vector x
includes representations of q; _qq; €qq and that ÊE xð Þ can be
modified in order to estimate various functions of these
variables. If the adaptive motor control system were
capable of representing time, then it could compensate
for time-dependent fields as well. In this case, the
function h in definition 1 or 2 could be employed to
extract time so that the internal model could provide
an approximation of the external force, that is
ÊE xð Þ � E h xð Þð Þ.

With this theoretical framework in mind, we have de-
signed a set of experiments to explore the capabilities of
the internal model ÊE xð Þ and, more specifically, to test the
hypothesis that asserts that sequence, time, and state
representation are all equally available for adaptation by
the motor control system.

3 Methods

Eleven subjects, seven male and four female ranging in
age from 30 to 47, gave their informed consent and
participated in this study. Each subject was assigned a
unique identifying letter (Subject A–Subject K). Each
experiment lasted about 50 min and included five or six
parts with a short rest of a few minutes between parts. In
each part, the subjects performed 120–170 reaching
movements according to the detailed description
provided below. We report here four experimental
protocols. Four subjects performed Experiment 1
(time-varying force field), six performed Experiment 2
(sequence of force fields with four targets,) and six
performed Experiment 3 (sequence of force fields with
three targets). In addition, as a control to Experiment 1,
three subjects performed an experiment with velocity-
dependent forces.

3.1 Experimental setup

Subjects were comfortably sitting and held the handle of
a two-degrees-of-freedom robotic manipulandum
(Fig. 1a). They looked at a screen that displayed the
location of the hand and the location of the target. Arm
movements were performed in the horizontal plane. The
robotic manipulandum exerted forces on the subject and
recorded the trajectory of the hand. For further details
about the manipulandum see Shadmehr and Mussa-
Ivaldi (1994).

3.2 Experimental protocol

Subjects were asked to perform fast reaching movements
to a target displayed on the screen. A small round cursor
represented the position of the hand, and a rectangular
one represented the target. As soon as the cursor reached
the target, the target changed color and size according to
the following three rules: (1) if the target was reached
after 633 ms from its presentation, the rectangle turned
blue, indicating that the movement was too slow; (2) if
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the target was reached within 533–633 ms, the rectangle
exploded (it expanded and disappeared over a period of
200 ms); and (3) if the target was reached quicker than
533 ms, the target turned red, indicating the movement
was too fast or that the subject started to move before
the target presentation. Subjects were instructed to start
moving as soon as the target appeared and to try to
explode the targets. Targets appeared at random loca-
tions to avoid anticipatory behavior. When the subjects
were provided with timing feedback, time was measured
from the appearance of the target instead of the motion
initiation to prevent the subjects from synchronizing
motion initiation to some feature of the time-varying
force field. Experimental data verified that movement
initiation was indeed uncorrelated to the time initiation
of the force field (Fig. 1e). The timing feedback to the
subjects was designed to induce movement durations
similar to other related experimental studies (Conditt
and Mussa-Ivaldi 1999).
Targets could only appear in three or four possible

locations, and the distance between consecutive targets
was 10 cm (the length of diagonal movements in
Experiment 1 and 3 was 14.1 cm, but these movements
are not reported directly). The set of targets was ran-
domly generated for each protocol, and the same set was
presented to all the subjects performing the same pro-
tocol. The first part in all the experiments was the null
condition, in which no forces were applied. The fol-
lowing parts were carried out in the presence of a force
field as described below for each experiment. Catch-trials
(i.e., force field in the first part and null field in other parts)
were introduced in at most 10% of the movements. It has
been demonstrated that catch-trials interfere with learn-
ing (Thoroughman and Shadmehr 2000). Therefore, in
the analysis of regular trials, we excluded catch-trials and
the trials immediately following catch-trials.

3.3 Experiment 1 (time-dependent force)

The force (in Newton) was:

fx ¼ 3 � 1	 cos 6 � p � tð Þð Þ
fy ¼ 0

ð5Þ

The application of this force field was uncorrelated with
the movements and was sustained throughout the
experiment (also between movements and not only
during the movement; see Fig. 1). In order to verify
that the subjects were sufficiently perturbed, two subjects
repeated this experiment with a maximum magnitude of
9 N instead of 6 N.
There were four possible targets on the vertices of a

rectangle (Fig. 1d). The first part of the experiment was
in the null condition, in which no forces were applied
and movements were generated on the sides of the
rectangle and diagonally (diagonal movements are not
drawn in Fig. 1d since we do not report their analysis for
this experiment). Each movement was performed ten
times, for a total of 120 movements. The subsequent
parts were carried out in the presence of a force field,

and only movements on the sides of the rectangle were
performed (Fig. 1d). Each movement was performed 20
times for a total of 160 movements. A similar part with a
different random order of the movements was repeated
three times. Since no learning occurred in this experi-
ment, no after-effects in catch-trials and no generaliza-
tion were expected or observed, and therefore we do not
report these trials.

3.4 Control experiments (velocity-dependent force)

To investigate adaptation in similar conditions, three
subjects performed the same protocol of Experiment 1 in
the presence of the following velocity-dependent field:
fx ¼ 	bð Þ � vy ; fy ¼ þbð Þ � vx, where b equals 7, 10, or 15
Ns/m. The purpose of this control experiment is to verify
that even when the deviation from a straight line is
small, there is still adaptation in the case of velocity-
dependent force. This would allow us to conclude that
absence of adaptation with time-dependent forces
(Experiment 1) is not due to a floor effect, the presence
of small initial errors. This velocity-dependent force field
is similar to the one used by Brashers-Krug et al. (1996)
and many other studies showing evidence for adapta-
tion.

3.5 Experiment 2 (sequence of two fields with four
targets)

In this experiment, a sequence of two velocity-dependent
fields was applied as follows:

fx
fy

� �
¼ r

0 	15
15 0

� �
� vx

vy

� �
ð6Þ

where r ¼ þ1;	1;þ1;	1;þ1;	1; :::f g causes the field
to reverse its direction after each movement. For both
fields the magnitude of the force is proportional to the
velocity, and the direction is perpendicular to the
direction of motion. The direction (right and left relative
to the direction of movement) alternates after each
movement.
This experiment included four possible targets

(Figs. 2a and b). In the first part, no forces were applied
and movements were generated on the sides of the
rectangle and diagonally (see Fig. 2b without the forces).
In this first part, each movement was performed ten
times, for a total of 120 movements. The following parts
were carried out in the presence of the force field (Eq. 6),
and only movements on the sides of the rectangle were
performed (Fig. 2a). Each movement was performed 20
times for a total of 160 movements. A similar part with a
different random order of the movements was repeated
four times, and then in the sixth part diagonal move-
ments were added again (Fig 2b). We call this sixth part
a generalization part since it contains the same force field
with different sets of movements. The movements in the
generalization part were similar to those in part 1 (i.e.,
included diagonal trajectories). However, in contrast to
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part 1, the force field was present in this generalization
part. Note that in the training parts (parts 2–5), there
was a correspondence between the direction of the force
field and the position of the hand. Since there were four
targets and no diagonal movements and the sequence
was an alternation between two force fields, when a
specific movement with given start and end targets was
executed, the subjects always experienced the same force
field. For example, in Fig. 2a the movement from the
bottom left to upper left was always performed in
the same field that pushed the hand to the right, while
the movement from bottom right to upper right was
always in the field that pushed the hand to the left. In the
generalization part, the same sequence of forces was
applied. However, since diagonal movements were
introduced, subjects could repeat the same movement
after an odd number of intervening movements. In this
case, they would execute the same movement with
opposite force fields, and the correspondence between
state and force would cease to exist (Fig. 2b). Catch-
trials were introduced in 10% of the trials in parts 1, 2, 5,
and 6 (12 movements with a force field in part one, 16
without a force field in parts 2 and 5, and 12 without a
force field in part 6). This allocation of catch-trials was

designed to minimize the number of catch-trials while
equally distributing them among all the possible direc-
tions.

3.6 Experiment 3 (sequence of two fields with three
targets)

In this experiment, the same sequence of force fields was
used as in Experiment 2, but only three targets were
presented (Fig. 2c) to eliminate the possibility of match-
ing the force fields to the state of motion of the arm (see
Results). In the first part, with the null field, 120
movements were performed (20 in each direction). In the
other parts, 168 movements were performed (28 in each
direction). Since no learning was observed, the last
generalization part was dropped from the protocol of
this third experiment. Catch-trials were introduced in a
few random trials in parts 1, 2, and 5 (12 movements
with a force field in part 1, and 12 without a force field in
parts 2 and 5).

4 Data analysis

To quantify learning and after-effects, we measured the
deviations of hand trajectories from straight-line paths
joining initial and target positions. We used two
different measures. One is the maximum distance
between the actual path and a straight line, and the
second measure, the direction error (DE), was devel-
oped for the sequence learning of the second and third
experiments. The DE was calculated as follows: at the
point of maximum velocity, which is well before
possible corrective movements (Smith et al. 2000), the
euclidian distance from the actual position to its
projection onto a straight-line trajectory was measured.
Distance to the left (in the direction of movement) was
assigned a positive value, and distance to the right was
assigned a negative value. This error was multiplied by
the sign of the sequence þ1;	1;þ1; . . .ð Þ both for
regular trials, where the sign represented the direction
of the applied field, and for catch-trials, where the sign
represented the direction of the expected field. Positive
DE indicates yielding to the force field (wrong or
underestimation). Negative DE indicates overestima-
tion of the force field (correct estimation of the field
direction but extreme reaction, or absence of force in a
catch-trial).

5 Results

5.1 Experiment 1 (time-dependent force)

Figure 3 depicts the training curves of two subjects in
two conditions. We measured the performance by the
distance of the actual movement from a straight line
over repeated execution of perturbed movements. In the
first condition, the control experiment, a velocity-
dependent field was applied. In the second condition, a

Fig. 2. The sequence of force fields. a The targets, the eight
movements, and the direction of the force applied during the learning
phase of Experiment 2. Note that although the force alternated its
direction after each movement, the field could also be perceived as
being a function of the particular movement being executed. b The
targets and the 12 movements in the last part of Experiment 2 (part 6).
Note that in this phase, each movement was executed in both force
fields on different occasions according to the sequence. c The targets
and movements in Experiment 3. The curved lines in d–i describe
representative hand trajectories of Subject A. The trajectory in the left
of each picture represents movement from the bottom-left to the
upper-left target, and the trajectory in the right of each picture
represents movement from the bottom-right to the upper-right target.
d Part one, null field. e Part two, early training. f Part five, late
training. g Part five, catch-trial. h Part 6 trials with field that is
consistent with state generalization. i Part 6 trials with field that is
consistent only with the sequence
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time-varying force perturbation was applied. The lack of
adaptation to the time-varying force perturbation is in
striking contrast to the clear adaptation to a perturbing
force that depended on the instantaneous velocity of the
hand. The force field was in the x direction, changing its
amplitude according to a sinusoidal function of time at
3 Hz (Fig. 1). The field was applied continuously,
without interruption. Subjects were instructed to start
the movement as soon as the target appeared. It would
have been impossible for a subject to associate the force
with the state of motion of the arm because the hand
movement started at different phases of the force
perturbation. However, if subjects had access to some
time representation, they could have anticipated and
counteracted a force that varied as a simple and
predictable function of the time. The four subjects who
participated in this experiment showed no significant
learning of the task, compared to clear learning in the
case of the velocity-dependent field. To verify that the
lack of learning was not due to the presence of a small
initial error (floor effect), we conducted the experiment
also with larger force perturbations and a few control
experiments with various force amplitudes (Figs. 3
and 4). A t-test comparing the deviation from a straight
movement at the beginning of the training to that at the
end of the training yielded a p-value larger than 0.1 for
all the subjects that performed the time-varying force
experiment in all conditions, compared to a p-value
smaller than 0.01 for all the control (velocity-dependent
force) experiments. Since no learning occurred, no after-
effect was observed. This experiment was carried out in
conditions similar – with respect to movement velocities
and frequency content of the perturbing force – to those

in other experiments where significant adaptation was
easily obtained (Conditt and Mussa-Ivaldi 1999; the
control experiments reported here; and Figs. 3 and 5).
Therefore, the lack of adaptation with the time-varying
field cannot be attributed to incidental factors such as
the amplitude or rate of change of the force. This result
is inconsistent with the null hypothesis that time and
state representations are equally available for adaptation
by the motor control system. In contrast, the finding
suggests that the system, which is responsible for
adaptation to changes in the external force field, may
be incapable of coping with forces that depend explicitly
only on time and are otherwise uncorrelated with the
state of motion of the arm.

5.2 Experiment 2 (sequence of two fields with four
targets)

A simple temporal sequence of two velocity-dependent
force fields was applied. The fields had the same
magnitude but opposite directions. Each field was
present for the entire duration of one movement, then
the opposite field was activated during the movement to
the next target, and so on. We refer to these alternating

Fig. 3. Maximum distance from a straight line (in meters) during
repeated execution of movements in velocity-dependent field (left)
and in time-dependent field (right). The bold line is an exponential
fit to the data. a Subject H, velocity-dependent force field
fx ¼ 	10vy ;fy ¼ 10vx. b Subject H, time-dependent force field
fx ¼ 3 1	 cos 6ptð Þð Þ; fy ¼ 0. c Subject B, velocity-dependent force
field fx ¼ 	10vy ; fy ¼ 10vx. d Subject B, time-dependent force field
fx ¼ 4:5 1	 cos 6ptð Þð Þ; fy ¼ 0 (the force unit is Newton)

Fig. 4. The performance during the training phases in the presence of
time-dependent force fields (Experiment 1, six right panels e–j) vs.
control experiments of velocity-dependent forces (four left panels
a–d). The mean of the maximum distance (in meters) from a straight
line in the beginning of training (part 2 of the experiment, left bar in
each plot) is compared to the late phase of training (part 4 of the
experiment, right bar in each plot). The error bars depict the 95%
confidence interval. A t-test was performed to check whether the late
training error was significantly different than the early training error.
The star describes p-values that are smaller than 0.01. The capital
letter in the brackets is unique for each subject. a Subject A,
fx ¼ 	15vy ; fy ¼ 15vx. b Subject A, fx ¼ 	7vy ; fy ¼ 7vx.
c,d SubjectsB and H, fx ¼ 	10vy ; fy ¼ 10vx. e–h Subjects A, C,
B, and H, fx ¼ 3 1	 cos 6ptð Þð Þ; fy ¼ 0. (i-j) Subjects A and
B, fx ¼ 4:5 1	 cos 6ptð Þð Þ; fy ¼ 0 (the force unit is Newton)

16



force fields simply as ‘‘the sequence.’’ Figure 2a shows
the four targets and the eight possible movements that
were performed during the training phase. Note that in
this protocol, although the force was generated as a
sequence, each movement of a given direction and
starting point was always executed in the presence of the
same field (the small arrows in Fig. 2a represent the
direction of the perturbing force). This particular
combination of movements and fields allows for suc-
cessful adaptation either by learning the temporal
structure of the sequence or by learning the spatial
mapping depicted in Fig. 2a (that is, learning the
dependence of the force on the state of motion, where
the state of motion consists of the instantaneous
position and velocity of the hand.)
All subjects adapted to the perturbations applied in

this experiment (see the left side of Fig. 5 and the first
two rows of Fig. 6). At the first exposure to the per-
turbation, subjects exhibited a clear deviation from a
straight line (see Fig. 2e and compare to the typical
movement without a force field in Fig. 2d). After
training, the deviation was reduced (Fig. 2f). When the
perturbation was unexpectedly removed in catch-trials,
after-effects were observed (Fig. 2g). Negative DE in the
right (late-training) side of Fig. 7a indicates anticipation
of the force (see Methods). A two-way ANOVA com-
paring the responses to catch-trials of the six subjects
indicates significant change (p ¼ 0:003) between the
early and late training and no significant difference be-
tween subjects (p ¼ 0:398). These results suggest that
subjects developed an internal model of the perturba-
tion. However, further analysis of generalization refutes
the hypothesis that this was a correct model of the se-
quence and is consistent with the alternative hypothesis
that subjects adapted to a state-dependent force field
yielding the same forces as the field sequence during the
training phase.

Subjects were able to associate the perturbation to
the state of motion of the arm because of the unique
structure of the targets and possible movements.
During the training phase no diagonal movements
were introduced, and therefore a correspondence be-
tween the state of the arm (position and velocity) and
the disturbing force was established (Fig. 2a). Note
that the appearance of the next target was randomly
selected. However, since there were four targets and no
diagonal movements and the sequence was an alter-
nation between two force fields, the subjects always
experienced the same force field when moving from
specific start targets to specific end targets. For
example, movement from the bottom left to upper left
was always performed in the field that pushed the hand
to the right, while movement from bottom right to
upper right was always in the field that pushed the
hand to the left. In the last part of the experiment,
diagonal movements were occasionally introduced. The
field sequence remained the same, but the unique
correspondence that allowed state representation was
no longer consistent (Fig. 2b). Movements that in the
training phase were always performed with the same
perturbing field were now occasionally performed in

Fig. 5. Directional error (DE), in meters, during repeated execution
of movements in the sequence for force field with four targets
(Experiment 2, left) and with three targets (Experiment 3, right). The
bold line is an exponential fit to the data. The capital letter is unique
for each subject

Fig. 6. The performance during the training phase in the presence of
sequence of force fields with four targets (Experiment 2, a–f) and with
three targets (Experiment 3, g–l). The mean of the directional error
(DE, in meters) in the beginning of training (part 2 of the experiment,
left bar in each plot) is compared to the late phase of training (part 5
of the experiment, right bar in each plot). The error-bars depict the
95% confidence interval. A t-test was performed to verify whether the
late training error is significantly different than the early training
error. The star describes p-values that are smaller than 0.01. The
capital letter in the brackets is unique for each subject
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the opposite field. Figure 2h shows movements per-
formed in the presence of the same force that was
applied in the training phase for that movement
direction and start point. Figure 2i shows the same
movements in the presence of the opposite force. Note
that the temporal order of the sequence was retained.
If the subjects were building an internal model of the
alternating force fields (i.e., a model of the temporal
structure of the sequence), they would have been ex-
pected to generalize and perform correctly in this last
part. In contrast, we found that subjects were unable
to predict and compensate for the disturbing forces.
Large deviations from a straight path were observed
when the force field was inconsistent with the force-
movement association learned in the training phase
(Fig. 2i). This error suggests that the subject adapted
by creating an association between force and state of
motion of the arm rather than by building an internal
representation of the temporal sequence of alternating
fields. The same result – adaptation according to the
state rather than sequence – was found in all subjects:
we excluded the diagonal movements from this analysis
and examined separately the movements in this part
that were inconsistent with the state-dependent forces
experienced during training (Fig. 8, second bar) and
the other movements that were consistent with these
forces (Fig. 8, third bar). These errors should be
compared with the errors in the very first exposure to
the field (Fig. 8, first bar). The large error in the

generalization trials where the previous state-force
relationship did not apply (Figs. 2i and 8) strongly
suggests that a representation of the correspondence
between forces and movements and not of the tem-
poral sequence of fields was the basis of the observed
adaptation. Further evidence of the inability to adapt
to the sequence of force fields is provided by the third
experiment, where the tie between the sequence of
movements and the two alternating fields was broken
and learning was attempted in a configuration of
movements that did not allow a state approximation to
be used for adaptation.

5.3 Experiment 3 (sequence of two fields with three
targets)

In this experiment, we used three targets (Fig. 2c). The
sequence of two alternating fields thus generated
different perturbing forces on different instances of
the same movement. For example, subjects moving
from the bottom left to the bottom right experienced
both force fields (r ¼ þ1 and r ¼ 	1 in Eq. 6) at
different trials during training. The subjects could not
use a single state-based representation to compensate
for these perturbations in different trials. Only strict
sequence learning could account for adaptation in this
case. The six subjects who participated in this exper-

Fig. 7. Analysis of the catch-trial errors during the application of a
sequence of force fields. a The upper bar plot describes the direction
errors (DE, in meters) from a straight line during catch trials of
Experiment 2 for the six subjects (A, D, E, F, G, H, from left to right).
On the left side are the catch-trials in part 2 (the beginning of the
training) and on the right side the catch-trials of part 5 (the last part of
the training). One can see that the errors in the last part of the training
are much more negative than the first part, which reflects expectation
of the force field. b The lower bar plot describes catch-trials in
Experiment 3 for the six subjects (A, D, I, J, K, B). Here one cannot
find any evidence of expectation to the forces

Fig. 8. Generalization analysis in Experiment 2 for each subject. The
letter is the unique label for each subject. The direction error (DE) is
measured in meters. The first bar is the DE of the catch trials in the
first part (the very first surprising encounter with the perturbation).
The second bar is the DE of movements in the last part that are
consistent with the sequence but inconsistent with a possible state-
dependent force field. The third bar is the DE of movements in the last
part that are consistent with the possible state representation. The
errors in the second column are comparable to the error of the first
column and demonstrate no generalization of the sequence. (Note
that the temporal sequence was identical for the movements in
columns 2 and 3). However, there was a clear adaptation to a state-
dependent force field that coincides with the temporal sequence during
the training phase
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iment showed no adaptation to the sequence (see two
bottom rows in Fig. 6) over the same training period
that was sufficient to see adaptation with four targets
(as shown in upper two rows of Fig. 6, see also Fig.
7). This conclusion was supported by the analysis of
the catch-trials that showed no after-effects (Fig. 7). A
two-way ANOVA comparing the catch trials of the six
subjects indicates no significant change (p ¼ 0:39)
between the early and late training and no significant
difference among subjects ( p ¼ 0:57). This result is at
odds with the results of Experiment 2, where learning
was observed.
It is striking that evidence for learning over a se-

quence with four targets ceases to be present, with the
same training time, in a simpler sequence of three tar-
gets. The only ‘‘complicating factor’’ in the smaller tar-
get set is the loss of coincidence between each starting
point and the expected force, which makes it impossible
to make predictions of force based on the current state
of the arm. The only possibility for the subjects to adapt
would have been to learn to anticipate the disturbance as
a temporal sequence of force fields. But they were unable
to do so.

6 Discussion

The experiments reported here demonstrate that learning
to compensate for a force that depends predictably on
time is, if not impossible, certainly harder than learning
to compensate for a force that depends consistently on
the state of motion of the arm. This conclusion applies
not only to continuous time dependence but also to
discrete temporal sequences of perturbing forces.
There are many strategies that subjects might develop

to compensate for a time-varying disturbance while
avoiding the use of time and sequence representation.
For example, they can approximate the time-dependent
force field by matching the experienced forces and mo-
tions with a state-dependent force field [see Conditt and
Mussa-Ivaldi (1999) for a time-dependent force field and
Experiment 2 here for a sequence of force fields]. Sub-
jects could also build an internal state-dependent model
of the external disturbance (Dingwell et al. 2002), which
could be extended to an ad hoc time representation to
specific task. In addition, since the system is redundant
(Bernstein 1967), there are many possible combinations
of motor command that could lead to the same mea-
sured kinematics. Therefore, there are many ways to
explain adaptation to time-varying perturbations; how-
ever, the lack of adaptation to time-dependent pertur-
bations observed in the kinematics clearly indicates that
the use of time representation by the motor command is
limited.
Recent studies have demonstrated that subjects learn

to compensate for two force fields after prolonged
training with some contextual nontemporal cue that
predicts which field will be present in the next move-
ment. Rao and Shadmehr (2001) showed this in human
subjects and spatial cue; Krouchev and Kalaska (2003)
showed this with a monkey and color cue. A different

cue is a special catch-trial that was recently proposed by
Korenberg and Ghahramani (2001). In that study,
subjects were able to use feedback information from the
very beginning of each movement. Here we designed
experiments for testing adaptation to time-dependent
and sequence-dependent force fields. In two of the
experiments (1 and 3), we specifically designed the force
perturbations so that each movement executed during
training could not be uniquely associated with a
single pattern of forces. Subjects were not given any cue
or explicit information about the forces they would
encounter. Therefore, they could only adapt their arm
movements if they were able to detect and explicitly
represent the time dependence of the external forces. We
found that subjects were unable to adapt to these force
fields.
In a restrictive interpretation, the validity of our re-

sults is limited to the adaptation of previously learned
arm movements during a relatively short exposure to a
perturbing environment. It is possible that time repre-
sentation is available for other tasks. Perhaps time rep-
resentation is not provided by one central clock but by
different mechanisms for different tasks. This view is
supported by the results of Hocherman and Ben-Dov
(1979), which demonstrated that the ability to estimate
time is affected by the modality of the stimuli (visual or
auditory). It is also possible that a time representation
could be developed either after extensive training or
during the acquisition of a new motor skill. This dis-
tinction would refine the hierarchy of learning and
adaptation so that the process of learning skills would
refer to the acquisition of new movements and the
process of adaptation to the transport of these skills into
a modified environment (Karniel and Inbar 2000;
Yom-Tov et al. 2001). If time representation were
demonstrated in learning new skills, further questions
would have to be answered about its mechanisms. For
example, what would be the limits of accuracy and
duration of time representation? How could the internal
time synchronize with external inputs?
Our findings show no evidence for time representa-

tion, in contrast to prevailing notions of biological
clocks and timekeepers. Our research suggests a strong
tendency by the central nervous system to use motion-
state information for adapting to limb or environment
dynamics. In Sect. 2, we presented the mathematical
form of the model for motor adaptation and some def-
initions of time and sequence representation. The
essence of these definitions is that any internal time
representation must rely on some mechanism isolated
from outside perturbations and the state of movement.
Our experiments failed to find evidence for this kind of
representation. Instead, we found a clear tendency to
approximate time-varying perturbations using the state
of motion of the arm. These results call for a new
interpretation of studies that make reference to time-
keepers, either explicitly or implicitly. Recent imaging
studies suggest that visual and auditory time perception
involve some of the same brain areas that are responsible
for movement coordination (Schubotz et al. 2000). This
result does not support the idea of a timekeeper that is
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isolated from movement. In another recent experiment,
the spatial distribution of tactile learning was addressed
(Harris et al. 2001). Subjects were trained to discriminate
between two tactile stimuli in one finger, and their ability
to generalize and perform the task in other fingers was
tested. Subjects showed a clear ability to generalize to
other fingers and to the other hand when the task con-
sisted of discriminating pressure or roughness features in
the stimuli. However, when the task required identifi-
cation of vibration frequency, learning was observed but
no generalization to other fingers was possible. The
authors mentioned that these results rule out a cognitive
strategy such as counting the number of deflections per
unit of time.
One may speculate that the difficulty of our first

experiment arose from a dual task: performing the
reaching movement and tracking a time-dependent force.
We do not object to this interpretation. However, our
results suggest that this dual task is more difficult than
performing the reaching movement and tracking a veloc-
ity-dependent force. This view is also consistent with our
conclusion that the timing information is not readily
available for the adaptive motor control system. Any
robotic engineer with a clock would find the task of
tracking the cosine function of time extremely easy. In
contrast, with a poor representation of arm state, the
task of adapting to complex velocity-dependent and
position-dependent fields could be much more difficult.
Observing the relative ease or difficulty of adapting to
force fields is a valuable tool for understanding the
structure of the biological motor control system.
Our results might appear at odds with our ability to

generate rhythmic movements. This ability has been well
studied (Pearson 2000; Sternad et al. 2000). Kugler and
Turvey (1987) specifically discuss the structure of artifi-
cial clocks in this context. When one generates rhythmic
movement and uses the arm or leg as a pendulum, the
mechanical properties of the musculoskeletal system
limit the range of possible frequencies and timing (see,
e.g., Yu et al. in press). In addition, it is likely that an
external perturbation would disrupt the timing of the
movement. Therefore, the periodic motion of a limb
does not satisfy a general requirement for an internal
clock – to be insensitive to external perturbations (see
also Definition 1 in Sect. 2). Our ability to generate
rhythmic movements and other timely accurate tasks
may be governed by ad hoc mechanisms that rely on
delays and mechanical properties of the system rather
than on a central representation of time as afforded by a
clock.
It is possible that additional cues or longer practice

might eventually lead to a representation of time-varying
forces. The ability of musicians and dancers to syn-
chronize and follow time patterns suggests the existence
of internal representations of time (Palmer 1997).
However, this is not the only way to account for such
exquisite temporal skills. As an alternative to the use of
some accurate representation of time it would be pos-
sible for the motor system to achieve accurate timing by
synchronizing motor commands to sensory cues and
using accurately coordinated motor patterns defined

over short segments of time. After all, a representation
of time can only originate by a device such as a clock
that operates by virtue of some periodic dynamics. It is
doubtful that actual neural circuits could implement
such devices with sufficient precision, such as 10 ms over
periods of several seconds (no robot designer would
accept a lower standard for a clock). In contrast, the
central nervous system is rich in sensory-motor struc-
tures capable of providing accurate state information for
the control of movement such as muscle length,
lengthening rate, and joint angles. Our evidence is con-
sistent with the idea that the biological control system
relies on state information rather than on timing infor-
mation when constructing and adapting motor com-
mands.

Acknowledgements. The authors are grateful to Emilio Bizzi, Ron
Kettner, Enrico Mugnaini, Camillo Padoa-Schioppa, Jim Patton,
and Sara Solla for their useful comments on an earlier version of
the manuscript. We also acknowledge the support provided by the
Ralph & Marion C. Falk Research Trust Fund, NIH 5 P50
MH48185, and NIH-NIDS NS35673.

References

Beiser DG, Houk JC (1998) Model of cortical-basal ganglionic
processing: encoding the serial order of sensory evens. J Neu-
rophysiol 79: 3168–3188

Berns GS, Cohen JD, Mintu MA (1997) Brain regions reponsive to
novelty in the absence of awareness. Science 276: 1272–1275

Bernstein N (1967) The coordination and regulation of movements.
Pergamon Press, Oxford

Bhushan N, Shadmehr R (1999) Computational nature of human
adaptive control during learning of reaching movements in
force fields. Biol Cybern 81: 39–60

Block RA (ed) (1990) Cognitive models of psychological time.
Erlbaum, Hillsdale, NJ

Brashers-Krug T, Shadmehr R, Bizzi E (1996) Consolidation in
human motor memory. Nature 382: 252–255

Buonomano DV, Merzenich MM (1995) Temporal information
transformed into a spatial code by a neural network with
realistic properties. Science 267(5200): 1028–1030

Cohen A, Ivry Richard, Keele SW (1990) Attention and structure
in sequence learning. J Exp Psychol Learn Mem Cogn 16: 17–
30

Conditt MA, Mussa-Ivaldi FA (1999) Central representation of
time during motor learning. Proc Natl Acad Sci USA 96:
11625–11630

Conditt MA, Gandolfo F, Mussa-Ivaldi FA (1997) The motor
system does not learn the dynamics of the arm by rote mem-
orization of past experience. J Neurophysiol 78: 554–560

Dingwell JB, Mah CD, Mussa-Ivaldi FA (2002) Manipulating
objects with internal degrees of freedom: evidence for model-
based control. J Neurophysiol 88: 222–235

Dominey PF, Lelekov T, Ventre-Dominey J, Jeannerod M (1998)
Dissociable processes for learning the surface structure and
abstract structure of sensorimotor sequences. J Cogn Neurosci
10(6): 734–751

Flanagan JR, Wing AM (1997) The role of internal models in
motion planning and control: evidence from grip force
adjustments during movements of hand-held loads. J Neurosci
17: 1519–1528

Flanagan JR, Nakano E, Imamizu H, Osu R, Yoshinori Y,
Kawato M (1999) Composition and decomposition of internal
models in motor learning under altered kinematic and dynamic
environments. J Neurosci 19(RC34): 1–5

20



Flash T, Gurevich I (1997) Models of motor adaptation and
impedance control in human arm movements. In: Morasso P,
Sanguineti V (eds) Self-organization, computational maps, and
motor control. Elsevier, Amsterdam, pp 423–481

Flash T, Hogan N (1985) The coordination of arm movements: an
experimentally confirmed mathematical model. J Neurosci 5:
1688–1703

Gandolfo F, Mussa-Ivaldi FA, Bizzi E (1996) Motor learning by
field approximation. Proc Natl Acad Sci USA 93: 3843–3846

Gottlieb GL (1994) The generation of the efferent command and
the importance of joint compliance in fast elbow movements.
Exp Brain Res 97: 545–550

Gribble PL, Ostry DJ (2000) Compensation for loads during arm
movements using equilibrium-point control. Exp Brain Res
135: 474–482

Harris JA, Harris IM, Diamond ME (2001) The topography of
tactile learning in humans. J Neurosci 21: 1056–1061

Hocherman S, Ben-Dov G (1979) Modality-specific effects on dis-
crimination of short empty time intervals. Percept Mot Skills
48: 807–814

Inbar GF, Yafe A (1976) Parameter and signal adaptation in the
stretch reflex loop. In: Homma S (ed) Understanding the
stretch reflex. Progress in brain research, vol 44. Elsevier,
Amsterdam, pp 317–337

Ivry BR (1996) The representation of temporal information in
perception and motor control. Curr Opin Neurobiol 6: 851–857

Karniel A, Inbar GF (2000) Human motor control: learning to
control a time-varying non-linear many-to-one system. IEEE
Transactions on systems, man and cybernetics, Part C, 30: 1–11

Kawato M (1999) Internal models for motor control and trajectory
planning. Curr Opin Neurobiol 9: 718–727

Keating JG, Thach WT (1997) No clock signal in the discharge of
neurons in the deep cerebellar nuclei. J Neurophysiol 77: 2232–
2234

Korenberg AT, Ghahramani Z (2001) Adaptation to switching
force fields. The 11th annual neural control of movement
meeting, Seville, Spain, 25–30 March 2001

Kugler PN, Turvey MT (1987) Information, natural law, and the
self-assembly of rhythmic movement. Erlbaum, Hillsdale, NJ

Krouchev NI, Kalaska JF (2003) Context-dependent anticipation
of different task dynamics: Rapid recall of appropriate motor
skills using visual cues. J Neurophysiol 89: 1165–1175

Lackner JR, Dizio P (1998) Gravitoinertial force background level
affects adaptation to coriolis force perturbations of reaching
movements. J Neurophysiol 80: 546–53

Meck WH (1996) Neuropharmacology of timing and time per-
ception. Cognit Brain Res 3: 227–242

Morasso P (1981) Spatial control of arm movements. Exp Brain
Res 42: 223–227

Mussa-Ivaldi FA, Bizzi E (2000) Motor learning through the com-
bination of primitives. Phil Trans R Soc Lond B 355: 1755–1769

Mussa-Ivaldi FA, Patton JL (2000) Robots can teach people how
to move their arm. IEEE International conference on robotics
and automation, San Francisco

Palmer C (1997) Music performance. Annu Rev Psychol 48: 115–
138

Pearson KG (2000) Neural adaptation in the generation of rhyth-
mic behavior. Annu Rev Physiol 62: 723–753

Rao AK, Shadmehr R (2001) Contextual cues facilitate learning of
multiple models of arm dynamics. Soc Neurosci Abstr 302: 4

Reber AS (1989) Implicit learning and tacit knowledge. J Exp
Psychol Gen 118: 219–235

Scheidt RA, Reinkensmeyer DJ, Conditt MA, Rymer WZ, Mussa-
Ivaldi FA (2000) Persistence of motor adaptation during
constrained, multi-joint, arm movements. J Neurophysiol 84:
853–862

Schubotz FI, Friederici AD, von Cramon DY (2000) Time per-
ception and motor timing: a common cortical and subcortical
basis revealed by fMRI. Neuroimage 11: 1–12

Seidler RD, Purushotham A, Kim SG, Ugurbil K, Willingham D,
Ashe J (2002) Cerebellum activation associated with perfor-
mance change but not motor learning. Science 296(5575): 2043–
2046

Shadmehr R, Mussa-Ivaldi FA (1994) Adaptive representation of
dynamics during learning of a motor task. J Neurosci 15: 3208–
3224

Smith AM, Brandt J, Shadmehr R (2000) Motor disorder in
Huntington’s disease begins as a sysfunction in error feedback
control. Nature 403: 544–549

Sternad D, Dean WJ, Schaal S (2000) Interaction of rhythmic and
discrete pattern generators in single-joint movements. Hum
Mov Sci 19: 627–665

Thoroughman KA, Shadmehr R (2000) Learning of action through
adaptive combination of motor primitives. Nature 407: 742–
747

Welsh JP, Lang EJ, Sugihara I, Llinas R (1995) Dynamic organi-
zation of motor control within the olivocerebellar system.
Nature 374: 453–457

Weeks DL, Aubert M-P, Feldman AG, Levin MF (1996) One-trial
adaptation of movement to changes in load. J Neurophysiol 75:
60–74

Winfree AT (2000) The geometry of biological time, 2nd ed.
Springer, Berlin Heidelberg New York

Wolpert DM, Ghahramani Z (2000) Computational principles of
movement neuroscience. Nat Neurosci 3: 1212–1217

Yom-Tov E, Grossman A, Inbar GF (2001) Movement-related
potentials during the performance of a motor task. II. Cerebral
areas activated during learning of the task. Biol Cybern 85(5):
387–394

Yu H, Russell DM, Sternad D (in press) Task-effector asymmetries
in a rhythmic continuation task. J Exp Psychol Hum Percept
Perform

21


