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Abstract

Fruitlets thinning is an important task of Medjool date cultivation. Efficient and timely fruitlets
thinning is essential for attaining high quality yields. Currently, fruitlets thinning requires
precision, is time critical, and is labor intensive. The estimated time required to thin a single mature
tree is 3.5 hours and more than a million hours of labor are currently required to thin all the Medjool
trees in Israel. Automation of thinning is essential to enable fruitlets thinning of larger plots using
reduced manpower during the thinning season.

Motion control during thinning is challenging as careful into-the-canopy motion is required.
Furthermore, the environment is dynamic, therefore run time trajectory adaptation is also essential.
We present a development of a motion planning and control method for a robotic system for
Medjool date thinning. The method is based on dynamic movement primitives (DMPs). DMPs are
a set of nonlinear equations used for encoding motion policies, based on dynamical systems which
have parameters whose values can be tuned to facilitate performance of new tasks. The DMP
parameters determine the precision of the generated movement and their values are influenced by
the task, the robot, and the environment. DMP parameters can be divided into three categories:
shape parameters (defining motion trajectory), meta parameters (determining the DMPs frame of
operation, e.g., goal point), and external parameters (determining external, high level,
environmental constraints that affect DMP operation, e.g., motion start time).

We present a framework for predictable DMP parameter adaptation, based on forming a
mapping from parameters representing task requirements to meta parameters. The mapping
facilitates generalization and precision when generating a new movement, both are essential
qualities for thinning. Furthermore, the mapping is formed a-priori, hence it ensures predictable
and robust task performance during run time. Since the mapping is a multi-input-multi-output
learning problem, it can be modeled using a deep neural network, in which the task parameters
form the input layer and the meta parameters are the output layer. Network training was expedited
by analyzing the parameter space using principal component analysis and locally linear
embedding.

To attain good accuracy, the deep neural network requires a large dataset. Lack of agricultural
annotated datasets is considered among the main reasons for lower performance of advanced

machine learning algorithms in agriculture and among the main bottlenecks for introducing



robotics in agriculture. As establishing a dataset of physical measurements is challenging, a
method for constructing annotated dataset that is based on artificial data was developed. A
validated, stochastic model of a Medjool date fruit bunch was created and visualized in 3D using
python OpenGL. The fruit bunch is modeled as an assembly of geometric shapes, each shape has
a unique distribution fitted to it.

The ability to generate an accurate movement utilizing the adapted DMP method was tested in
a preliminary experiment in a simulation of a ball throwing task, where the task parameter is the
ball’s landing point on the floor. Two simulation models, ballistic and adapted, are presented.
Furthermore, the deployment of the deep neural network is compared with that of kernel
regression. The parameter space analysis indicated that the complexity of both, ballistic and
adapted, models was moderate with stronger constrains in the adapted model. The results showed
that for large datasets both mapping methods attained low movement error (beneath 12% distance
and 2° angle). A second experiment examined the competence of the deep neural network to learn
the task and meta parameter mapping for the Medjool thinning task based on datasets generated
from the fruit bunch model. The parameter space analysis indicated that the problem complexity
was high. After training, the network achieved very low error of 2.6%. The results are promising,

and the method and tools developed are ready for an upcoming field test.

Keywords: Dynamic movement primitives (DMP), robotics in agriculture, deep neural networks,

artificial data.
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Chapter 1: Introduction

1.1 Background

Precision agriculture (PA) is an accurate agriculture that is based on a decision support system that
take into consideration observations, measurements, and statistical analysis in order to optimize
cost and value (Zhang, Wang, & Wang, 2002). The interest in application of autonomous robotics
to precision agriculture is growing notably due to the need to keep up with the increasing demand
for productivity and quality of food production whilst decreasing the resources required, reducing
chemical treatments, and promoting sustainability (Bac, et al., 2014; Potena, Nardi, & Pretto,
2016). Yet, the introduction of robotics in agriculture is challenging. This is mainly due to the
unstructured and dynamic environment that impair the robot’s ability to adapt to changes, a
mandatory requirement for integration of robots in agricultural enviroments (Arkin, 1998; Zhou &
Zhang, 2019). Another elment considered among the main bottlenecks for introducing robotics in
agriculture is the performance of artificial intelligence (Al) algorithms. In recent years grate efforts
are dedicated to adding a degree of Al to the robot operating mechanism and thus enable increased
selectivity, precision, and robustness. However, there is a great absence of detailed and large
annotated agricultural datasets that current state-of-the-art Al methods require, data that is

infeasible to obtain manually (Barth, et al., 2018).
1.2 Objectives and contribution

This research contributes to the combination of the worlds of Al and robots in agriculture. The
research is conducted in the domain of Medjool date fruitlets thinning. Manual methods for
fruitlets thinning that are common nowadays are not here to stay. Other methods such as
autonomous or semi-autonomous systems can be much more efficient. Previous studies
implemented precision agriculture methods to improve the process of growing dates. Their focus
varied from the level of a single tree, to a grove, and more widely on a regional level (Cohen,
2014). Yet, no work was done on the use of precision agriculture for fruitlets thinning of dates and
more specifically on automation of fruitlets thinning with robots. Automated thinning can be
conducted by shortening the fruit bunch. Both, the deciding where to cut and the appropriate cut

without damaging other plant parts are complex. Advanced decision making is required, along
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with inside-the-canopy motion which entails a dynamic control accounting for interaction with the
environment.

Our first objective was to develop a movement algorithm for a robotic arm, suited for dynamic
environment, that relies on a deep neural network for decision making. Our second objective was
to develop a method for generating artificial datasets to train the deep neural network needed for
motion planning thus enabling the generation of the movement albite the absence of real data.

A 3-dimensional model of a Medjool date fruit bunch and its visualization were built and were
validated by two physiologists, experts in Medjool date cultivation. Two experiments with two
different tasks were conducted: robotic soft ball throwing and Medjool thinning. The robotic soft
ball experiment tested the feasibility of the proposed movement algorithm and compared the
performance of the deep neural with that of kernel regression. The Medjool thinning experiment
examined the ability of the network to train on the artificial data generated from the fruit bunch
model and to perform new tasks.

Two papers were submitted and are pending response. The first paper was submitted to IEEE
Robotics and Automation Letters (RA-L) and ICRA (Q1), the second was submitted to Robotics
and Autonomous Systems (Q2). Preliminary work was published in abstracts presented in the 21
National Conference on Industrial Engineering and Management, XXXVIII CIOSTA & CIGR V

International Conference, and the 6™ Israeli Conference on Robotics.
1.3 Research scope and limitations

This work is part of multi-disciplinary project that is funded by the Israeli ministry of agriculture.
A prototype consisting a thinning tool and a sensing system that are placed on a robotic arm is
developed. The sensing system comprises a camera and a sonar sensor. The prototype will be
mounted on an altitude tool, the robotic arm will approach a fruit bunch, the perception apparatus
will estimate the properties of the fruit bunch, based on this a decision-making process will
determine the level of thinning required, and the mechanical thinning system will perform the
thinning.

The mission of the Ben-Gurion group is to develop and adapt algorithms for planning the
movement of the robotic arm in space to control the sensing and thinning. the current study
presents the movement algorithm developed for the robotic arm which is based on dynamic

movement primitives (DMPs) and on adaptation of the DMP goal during run time using a mapping
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based on a deep neural network. Furthermore, it presents a development of a stochastic model of
the Medjool's fruit bunch for generating datasets that enable training the network.

This work does not include the processing of the sonar and image input. The image processing
was performed by Mrs. Tal Shushan, a M.Sc. student in the Department of Industrial Engineering
and Management at Ben-Gurion University of the Negev under the supervision of Prof. Sigal
Berman. The final algorithm was not field tested yet as the prototype is not yet completed.
Furthermore, the prototype needs to be tested in a limited period during thinning season (the
upcoming 2020 thinning season is in April 2020).

In the robotic soft ball throwing experiment, the current study presents the use of a deep neural
network to learn a mapping between task and meta parameters. The two simulation models that
were built for generating the datasets for this experiment and the use of kernel regression to learn
a mapping were performed by Mr. Yosef Cohen, a Ph.D. student in the Department of Industrial
Engineering and Management at Ben-Gurion University of the Negev under the supervision of

Prof. Sigal Berman.
1.4 Outline

This thesis is arranged as follows: Chapter 2 provides a literature review on the method used to
create the robot control policy and learning algorithm, prior studies, and essential concepts related
to the work. Chapter 3 describes a mathematical model of a fruit bunch that was devised and its
utilization for generating annotated datasets. Chapter 4 details the methodology for learning
motion parameters developed for this thesis. Chapter 5 describes two experiments held, chapter 6

describes the results of the experiments, discussion and future work are provided in chapter 7.
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Chapter 2: Literature review

2.1 Overview

The current chapter reviews the concepts and methods relevant for developing a dynamic
movement algorithm for a robotic arm for fruitlets thinning of Medjool date. For promoting
understanding of the required automation section 2.2 describes Medjool dates, the Israeli Medjool
market, and the importance and difficulties of the fruitlets thinning operation. Since this work deals
with adaptation of dynamic movement primitives (DMPs) section 2.3 reviews movement primitive
representations in robotics. In addition, it describes methods for improving the ability of DMP
adaptation to new tasks using parameters. The main contribution of this work is in the use of deep
neural networks (DNNSs) in an agricultural environment and in the context of tuning DMP
parameters therefore section 2.4 reviews DNNSs, the difficulty in establishing training databases,

and specifically the use of DNNSs for adapting motion parameters.

2.2  Fruitlets thinning of Medjool dates
2.2.1 Medjool dates

Medjool dates are considered premium dates (Bar-Shira, et al., 2019). Originated from Morocco,
the cultivar was first introduced to Israel at the 1950s and mostly during the early 1970s (Cohen
& Glasner, 2015). The medjool dates grow upon fruit bunches (Figure 1). The Medjool date fruit
bunches grow in whorls within the date crown that reaches tens of meters in height (Chao &
Krueger, 2007). Farmers usually allocate the fruit bunches to three typical whorls (Top, Middle,
Bottom) according to their location in the crown. Each fruit bunch is made up of a fruit bunch
rachis, spikelets, and fruitlets (Figure 2). The rachis grows in an upward direction, titled with
respect to the palm trunk. During the season, as the fruitlets become larger, the tilt increases due
to their weight. The spikelets grow in a helical arrangement from the top part of the rachis, they
are allocated by farmers to clusters (similar to whorls for fruit bunches). The fruitlets (small fruits)
develop from flowers along the spikelets in a process termed fruit-set (Cohen & Glasner, 2015;
Bar-Shira, et al., 2019).

Medjool dates cultivation can be divided into six main periods (Figure 3). The annual cycle
starts with the removal of spines from bases of all leaves developed during the previous year.

During flowering, between February and April, farmers collect pollen from male trees and
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pollinate female flowers, leading to the process of fruit-set. Fruitlets thinning is performed in April
and May. At the end of this period, fruit bunches are supported on leaves, fastened, and covered

with bags. During August—October, fruit harvesting takes place (Cohen & Glasner, 2015).
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Figure 1: Schematic diagram of the date palm (adapted Figure 2: Medjool date fruit bunch (early thinning
from Chao & Krueger, 2007). period) (Bar-Shira, et al., 2019).
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Figure 3: Schematic working calendar for Medjool orchards in southern Israel. Arrowheads represent tasks
enquiring physical climbing to the crown of the tree (Cohen & Glasner, 2015).
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2.2.2 The importance of Medjool dates to the Israeli market

Dates are the main plantation crops in the arid regions of Israel, from the Sea of Galilee, along the
Jordan Valley to the southern Arava. In the southern parts of Israel, the date industry is the major
and sometimes the only horticulture industry and its importance to the economy of these regions
is immense (Cohen & Glasner, 2015). The Medjool is the main date-palm cultivar in Israel, where
about 75% of all planted trees are Medjool (Hausler, Fridkin, & Kachel, 2017). In addition to their
importance for the livelihood of the residents of southern Israel, Medjool dates are of great value
to the Israeli economy. In the past decade dates have become one of the highest value products
that Israel export, most of them are exported to the European markets. In 2015, the volume of
exported dates was estimated at 44% of the dates production and the export value of the industry
was estimated at 400 million NIS. The Israeli Medjool has a market share of between 65% to 75%
of the amount of Medjool exported worldwide, positioning Israel as one of the major exporters of
Medjool in the international markets (Hausler, Fridkin, & Kachel, 2017). The main limitation
slowing down market expansion is that Mejdool date production is labor intensive. The most

manual intensive task in the production cycle is thinning (Bar-Shira, et al., 2019).
2.2.3 Thinning

Thinning is a term used in agriculture which mean the removal of some parts of the plant in order
to make it less dense and obtain better growth of the parts that remain (Lewis, 2001). It has been
shown that fruitlets thinning of date palms lead to an improvement of the yield and fruit quality
(Moustafa, 1998). Yet, it is considered the most labor intensive period in the cultivation of Medjool
dates since it varies from one palm tree to another and it is performed manually. The optimal
thinning requires consecutively removing two out of three fruitlets along each spikelet, enabling
the development of 1/3 of the fruitlets equally spread upon the spikelets. This procedure is not
performed in Israel since it is extremely time consuming (Cohen & Glasner, 2015). In practice,
manual thinning is performed by removing the inner (higher) spikelet cluster of the fruit bunch
and shortening the remaining spikelets (Figure 4). This simplifies the thinning operation, yet it can
still take up to 3.5 hours to thin a single mature (Bar-Shira, et al., 2019). Furthermore, thinning
must be done within a four week period, starting 4-5 weeks after pollination. Yet, many farmers
with large orchards start their thinning early since fruitlets thinning is time consuming. An early
start may lead to over-thinning or to a requirement to perform another thinning operation to adjust
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the fruitlet load (Cohen & Glasner, 2015). Automation of the thinning operation is imperative for
enabling fruitlets thinning of larger plots with reduced manpower within the desired time frame.
Still, due to task complexity, there are currently no commercially available thinning autonomous
robot systems (Bar-Shira, et al., 2019). Furthermore, the annual crop expected in 10 years from
the currently planted trees is expected to reach more than 50,000 tons. This addition of about 40%
of the crop will require an additional 80,000 days of work of thinning, this is without considering
the added crop expected from new planting during the period (The plant council, 2019). These

forecasts accentuate the necessity of automation.

Figure 4: Thinning of a Medjool date fruit bunch. The worker bundles the spikelets with one hand and shortens the
spikelets near the bundling point using pruning shears (News from the grove, 2011).

2.3 Policy representation

2.3.1 Movement primitives

Humans perform complex motor tasks in uncertain and changing environments with little apparent
effort. They can generalize and therefore adapt to new tasks based on their motor abilities (Mdlling,
et al., 2013). Human movements seem to be composed of movement primitives. Once learned,
they allow humans to quickly adapt their movements to variations of the situation without the need
of re-learning the complete movement (Kober, et al., 2012). For example, the overall shape of table
tennis forehands is very similar when the swing is adapted to varied trajectories of the incoming

ball and different targets on the opponent’s court. To accomplish such behavior, the human player
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has learned by trial and error how the global parameters of a generic forehand need to be adapted
due to changes in the situation (Kober, et al., 2012; Mulling, et al., 2013). Understanding how this
motor competence may be represented and implemented in robots is of great value.

In robotics, the ability to generate a variety of complex movements cannot be attained by
simply storing all movements and recalling them when needed. This approach would be inadequate
because the number of possibilities is immense. To achieve its full competence, the motor system
must be capable of generalizing beyond the movements that it has experienced in the past. It is
possible to do so with movement primitives. Every movement, discrete or rhythmic, can be
represented through a sequence (repeated sequence) of a finite number of movement primitives
(Mussa-lvaldi, 1999). To deal with complex movement, one can build a library of movements
primitives out of which complex movement can be composed by sequencing. For example, the
library may contain a grasping, placing, and releasing movements. Each of these movements is a
different movement primitive and is labeled accordingly. For moving an object on a table, a
grasping-placing-releasing sequence is required, and the corresponding primitives are recalled
from the library (Pastor, et al., 2009).

The movement algorithm developed in this work is based upon dynamic movement primitives

(DMPs), a commonly used form of movement primitives (Cohen, Bar-Shira, & Berman, 2019).
2.3.2 Dynamic movement primitives

The problem of learning a mapping between world state and actions lies at the heart of many
robotics applications. This mapping, also called a policy, enables a robot to select an action based
upon its current world state (Argall, et al., 2009). The goal of motor control and motor learning
can generally be formalized in terms of finding a task-specific control policy:

u=rmn(xta (@)
that maps the continuous state vector x of a control system and its environment, possibly in a time
t dependent way, to a continuous control vector u. The parameter vector a denotes the problem
specific adjustable parameters in the policy m. A control policy is supposed to take the motor
system from an arbitrary start point to the desired behavior. The desired behavior might be simply
reaching a goal point or a cyclic movement, like walking, swimming, chewing, etc. Both cases can
be thought of as attractor dynamics, i.e., either a point attractor or a limit cycle attractor.

Systems with attractor dynamics can generally be written as a differential equation:
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x = fxta) )
which is almost identical to Equation 1, except that the left-hand-side denotes a change-of-state,
not a motor command. Such a kinematic formulation is suitable for motor control if this dynamic
system is conceived as a kinematic policy that creates kinematic target values (e.g., positions,
velocities, accelerations), which subsequently are converted to motor commands by an appropriate
controller (Schaal, et al., 2005; Pastor, et al., 2013). It had become a common practice to model
natural phenomena with systems of coupled nonlinear differential equations that exhibit rich
abilities for forming coordinated patterns without the need to explicitly plan or supervise the details
of such pattern formation (ljspeert, et al., 2013).

DMP framework was originally proposed in 2001 (ljspeert, Nakanishi, & Schaal, 2001) and
was further extended throughout the years (Schaal, Mohajerian, & ljspeert, 2007; Hoffmann, et
al., 2009; ljspeert, et al., 2013). DMP is a set of nonlinear equations used for encoding motion
policies. DMP equations enable to transform well-understood simple attractor systems with the
help of a learnable forcing function term into a desired attractor system. First, a model of a goal-
oriented baseline locomotion (i.e. movement primitive) is required. After this baseline model has
been accomplished, it can be used to account for more complex phenomena with the help of the
coupling dynamics of nonlinear systems and adjusting the DMP parameters (ljspeert, et al., 2013).

Example for the DMPs equations is listed below. First is the transformation system,
instantiated by the second order dynamics:

ty=a,(B,(g-y)—y)+f(x) @)
where g is a known goal state, a, and 3, are time constants, 7 is a temporal scaling factor that
control the duration of the movement, f is a forcing term, and y, y,y correspond to the desired
position, velocity, and acceleration generated.

The name of the equation is due to its ability to transforms the simple dynamics of the unforced
system into a desired nonlinear behavior. Without the function f, Equation 3 is nothing but a linear
spring-damper, and, after some reformulation, the time constants a, and 8, have an interpretation
in terms of spring stiffness and damping. For appropriate parameter settings and f = 0, these
equations form a globally stable linear dynamic system with g as a unique point attractor, which
means that for any start position the system would reach g, just like a stretched spring, upon release,
will return to its equilibrium point. However, setting f to be a nonlinear function will allow

trajectories that are almost arbitrarily complex on the way to the goal g.
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Next, there is the canonical system:

X = —a,X 4)
where a, is a constant. From any initial conditions, the canonical system can be guaranteed to
converge monotonically to zero. This monotonic convergence of x becomes a substitute for time,
x can thus be conceived as a phase variable, where x = 1 would indicate the start of time evolution
and x close to 0 means that the goal g has been achieved. The name of the equation is because it
models the generic behavior of the model equations, a point attractor in this case (for a limit cycle
attractor, the canonical system needs to be represented in a different way).

The forcing term £ is given in Equation 5:

_ N ieowi
f) = S X9~ Yo) (5)

With N exponential basis functions y; (x),
1

P;(x) = exp (- = (x — ¢)?) (6)
where o2 and c; are constants that determine, respectively, the width and centers of the basis
functions, w; are the weights of the basis functions that can be adjusted using learning algorithms
in order to produce complex trajectories before reaching g, and y, is the intial state y, = y(t =
0). The phase x appears also multiplicative in Equation 5 such that the influence of f vanishes at
the end of the movement when x has converged to zero (ljspeert, et al., 2013; Pastor, et al., 2013).
The parameters of a DMP can be divided into three categories: shape parameters, meta
parameters, and external parameters. The Shape parameters (w;) define the spatio-temporal shape
of the movement. The meta parameters are the values that adapt the movement behavior, e.g., the
start and goal positions (y, and g), movement duration () etc. The external parameters determine
external, high level, environmental issues that affect DMP operation, e.g., when to start motion
with respect to additional task constraints (Kober, Oztop, & Peters, 2011; Kober, et al., 2012).
DMPs have important advantages for planning and controlling a movement. (1) DMP
equations do not encode a single, specific desired trajectory but rather a whole attractor landscape.
This provides the ability to smoothly recover from perturbations, which is an important property
when moving in a dynamic environment. (2) Avoiding the explicit time dependency simplifies the
ability of coupling with other dynamical systems. (3) DMP equations allow fast learning of a
trajectory with a relatively low number of parameters. The number of basis functions (hence of
parameters) can be adjusted depending on the desired accuracy of the fit, with more functions
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allowing the representation of finer details of movement. Furthermore, these parameters can be
obtained efficiently. (4) The ease of modification is also ensured by having the goal state of the
movement explicitly encoded into the system. (5) The representation of y, g, x, and 7 in the DMP
equations result in an invariant policy under transformations of the initial position, the goal, the
amplitude, and the duration (ljspeert, Nakanishi, & Schaal, 2002; Kober, Oztop, & Peters, 2011).

In the DMP formulation the shape parameters are calculated a-priori and retained for motion
generation during run time (Figure 5). This limits the ability of each DMP to represent the
characteristics of the original trajectory to relatively simple trajectories, i.e., trajectories with
limited changes in curvature and jerk, since big changes, e.g. starching the learned trajectory,
decrease the accuracy of the generated movement. As a result, the movement primitives coded by
DMPs are relatively simple, thus a large set of DMPs is required for representing complex
trajectories (Cohen & Berman, 2013). The method called Tight dynamic movement primitives
(TDMP) addresses this weakness.

2.3.2.1  Tight dynamic movement primitives

TDMP is an adaptation to the DMPs. In the TDMP formulation, the stored movement parameters
are the coordinates of the typical motion trajectory. The coordinates of the path are linearly
transformed during run time based on the required meta parameters, and the suitable shape
parameters are calculated from the transformed trajectory using linear regression analysis (Figure
5). TDMP requires less primitives, with respect to DMP, to compose a complex trajectory and it
is independent from specific coordinates. Furthermore, it allows a more accurate fit to the shape
of the trajectory (Cohen & Berman, 2013).
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Figure 5: Dynamic movement primitive flowchart (learning and motion generation process). Top: DMP, Bottom:
TDMP (adapted from Cohen & Berman, 2013).

2.3.3 Generalizing DMP to new tasks with meta parameters adaptation

The movement executed with DMP can be adapted both spatially and temporally without changing
the overall shape of the motion. However, with current techniques, in many cases, the robot needs
to learn a new elementary movement even if a parametrized motor plan exists that covers a related
situation. The cost of experience is high as sample generation is time consuming and often requires
human interaction (e.g., in cartpole, for placing the pole back on the robot’s hand) or supervision
(e.g., for safety during the execution of the trial). Given that the behavior will not drastically
change between related situations, it would be better to generalize the learned behavior to the
modified task. Generalizing a teacher’s demonstration or a previously learned policy to new
situations may reduce both the complexity of the task and the number of required samples (Kober,
Oztop, & Peters, 2011; Kober, et al., 2012).

Several methods have been suggested for handling a change in task requirements during run
time. These include: augmentation of the traditional DMP approach with a memory of sensory

events that occurred during the learning of the movement primitive and using the additional
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information to create a task policy with corrective commends in run time (Pastor, et al., 2013), and
creating a task policy that is composed of several movement primitives weighted by their ability
to generate successful movements in the given task context (Milling, et al., 2013). Such
adjustments are bounded to a small region about the original parameter values.

To increase the ability to generalize the movement primitive to a larger continuum of tasks,
one can exploit the influence that the DMPs parameters have on the movement. Previous studies
showed that adapting the meta parameters can help achieve generalization of the movement
behavior (Kober, Oztop, & Peters, 2011; Kober, Wilhelm, Oztop, & Peters, 2012).

Previous work was done on adapting meta parameters with reinforcement learning (RL). Some
researchers developed methods of learning meta parameters for given shape parameters (Kober,
Oztop, & Peters, 2011). Others have integrated learning meta and shape parameters (Tamosiunaite,
etal., 2011; Stulp & Schaal, 2011). While RL indeed facilitates acquiring new skills, it has several
limitations. The continuous parameter space along with the high dimensionality of typical robotic
manipulator motor-learning problems, might lead to dimensionality reduction that severely limits
the dynamic capabilities of the robot. This may be unacceptable for many tasks (Kober, Bagnell,
& Peters, 2013).

A different body of research, of constructing data-driven models, seeks to generalize available
data, forming concise representations that capture salient motion characteristics. Researchers
suggest using hierarchical Bayesian models (HBMs) for estimating both meta and shape
parameters for probabilistic movement primitives (Rueckert, et al., 2015). Probabilistic movement
primitives facilitate encoding optimal behaviors in stochastic systems, yet they are less appropriate
when deterministic system behavior is required.

The current work is a part of an effort for forming a nonlinear and deterministic mapping from
task requirements to DMP meta parameters. The mapping is based on a representation of the task

and meta parameter manifold (Lee, 2010) with a deep neural network.
2.4 Deep neural networks

2.4.1 Overview

Deep neural networks are computational models that can acquire and maintain knowledge. They
can be defined as a set of processing units, represented by artificial neurons, interlinked by a lot of

interconnections, implemented by vectors and matrices of weights. One of the most relevant
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features of neural networks is their capability of learning from the presentation of samples and
generalize solutions, to wit, the network can produce an output which is close to the expected
output of any given input values. There are different architectures of DNNs. One of the most
versatile architectures is the multilayer perceptron (MLP) network that belong to the multiple layer
feedforward architecture (the information always flows in a single direction), whose training is
performed with a supervised process. In supervised learning each training sample is composed of
the input attributes and their corresponding outputs. It is from this information that the network
will formulate hypothesis about the system being learned. MLP networks are commonly utilized
for function approximation (Da Silva, et al., 2017), as required for forming a mapping between

task requirements to DMP meta parameters.
2.4.2 Data acquisition for training deep neural networks

DNNs are known for their abilities to solve complex real-world problems (Chiroma, et al., 2018).
Yet, they are notoriously known for requiring large training datasets for attaining an accurate
representation. Nowadays, with the support from developing computational power, big data
analysis using neural networks has achieved great success. large volume of big data provides
tremendous training samples which enable the training of neural networks with large number of
parameters (Zhang, Guo, & Wang, 2017).

The cost of generating labeled data for training DNN is often an obstacle. Acquiring big
amount of data is especially challenging when entering a new field where there are no previous
datasets (Ganin, et al., 2016). Establishing dataset for the current problem was an immense
challenge as the thinning epoch is short and in this short time the structure of the fruit bunch
changes significantly. Furthermore, the data acquisition is complex since an altitude tool is needed
in order to reach the fruit bunches within the date crown, along with security arrangements,
professional accompaniment, and time. To overcome this challenge, the power of the simulation
was exploited. Computer simulations are computer-generated, dynamic models of the real world
and its processes (Smetana & Bell, 2012) that enables creation of myriad realistic artificial data
that facilitate increased performance of the DNN that comes with large datasets (Barth, et al.,
2018), thus, improved ability to-generalize to unseen data is attained (Varga & Bunke, 2003;
Jaderberg, et al., 2014).
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2.4.3 Adapting motion parameters with deep neural networks

For a given robotic system, environment, and task, there are n task parameters that represent the
task requirements, &, ..., 6, m meta parameters, y, ..., ¥m, and p shape parameters, w, ..., w,. The
task and meta parameters are related through a manifold @(6y, ..., 85, 1, ---» Vim) €mbedded in the
parameter space. Neural networks are suited for efficiently representing manifold structures (Bastri
& Jacobs, 2017) and thus for forming a mapping between the task and meta parameters. The
hierarchical, layered structure of deep neural networks facilitates capturing complex data
structures where the outputs of such networks are continuous piecewise linear functions of the
inputs (Basri & Jacobs, 2017). The neural network can take as input the vector of task parameters
and supply as output the vector of suitable meta parameters.

Neural networks have hyperparameters whose values can be tuned to improve performance. These
include: the number of hidden layers, the number of neurons in each layer, the batch size (the
number of input samples processed before updating model parameters), the learning epochs (the
number of times that the learning algorithm will undergo the entire training dataset), the loss
function (the function used to calculate the gap between the correct scores and the scores computed
by the neural network based on its current weights), and the optimizer (the gradient descent
optimization algorithm). Furthermore, different optimizers have different parameters whose values
can be tuned as well (Ruder, 2016; Sze, Chen, Yang, & Emer, 2017). Hyperparameters have great
impact on the performance of the model, effecting both learning run time and final accuracy
attained. Accordingly, a variety of hyperparameter optimization methods were developed
(Bergstra & Bengio, 2012; Hoos, Ca, & Leyton-Brown, 2014; Xu, 2015). Based on an analysis of
the parameter manifold we performed a grid-search (Bergstra & Bengio, 2012) for central

hyperparameters determining network structure.
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Chapter 3: Constructing a synthetic annotated

dataset of Medjool date fruit bunches

3.1 Overview

To cope with the absence of annotated data of Medjool date images, a stochastic model that
captures the geometry of a fruit bunch was devised and a 3-dimensional visualization was
composed based on the model. Medjool date experts were part of the model derivation and took
part in its structure validation. The model enabled generation of datasets required for training and

testing the neural network.
3.2 The model

3.2.1 Forming the model

The structure of the fruit bunch was captured with an assembly of geometrical shapes. The rachis
has elongated elliptical shape that narrows towards it end. The spikelets have elongated shape and
can be modeled by constructing a geometric spatial curve. The fruitlets have an oval shape and are
relatively small with respect to the spikelet length, therefore can be modeled with a stereotypic
oval shape. Accordingly, the fruit bunch was modeled with the following geometrical shapes: the
rachis is represented as an elliptical cylinder that a cone is placed on top of it, the spikelets are
Bezier curves (Singh, 1995), and the fruitlets are spheres.

During the formation of the model, we consulted with two physiologists, experts in Medjool
date cultivation. They expressed their professional opinions, advised, and referenced to literature
when needed. The professional accompaniment was mostly done in the form of face-to-face
meetings, a total of 8 meetings were held. Correspondence by email existed when necessary. The
model development considered the environment in which the system will operate (in order to
enable the system to achieve good performance in a physical environment, the training of the DNN
must be on a realistic data) and the end-user (much emphasis was placed on creating a visualization
that the end-user, i.e. the farmer, can relate too. by building a model that the end-user can relate
to, we are increasing his willingness to use to final product). The forming of the model began with
investigating a sample of Medjool date fruit bunches and the fruit bunch parts refined with the help
of the physiologists. A preliminary sketch containing the main components was drawn and a
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visualization was performed in python OpenGL (Shreiner, et al., 2013) (Figure 6). During the
establishment of the model we discovered a great variety between fruit bunches from different
whorls and from different points of time throughout the thinning period. As a result, the
distributions of the model’s parameters were fitted depending on the whorl and the thinning period
(the thinning period was divided to 3 epochs: early, medium, and late). A total of 9 combinations

were developed in parallel.

T S — —

Figure 6: A sketch of a Medjool date fruit bunch (Left: word, Right: python OepnGL).

3.2.2 The stochastic model

Eighteen parameters were defined in the model to capture the geometry of the fruit bunch. The
parameters represent main features of the fruit bunch without dependency on the whorl and
thinning epoch. The parameters define the rachis (width, depth, length, bending, and orientation),
the spikelets (quantity, dispersion, and size), and fruitlets (quantity, dispersion, size, and the natural
fallout probability). A probability function was defined for each of the parameters and distribution
parameters were fitted for the three thinning epochs and the three whorls (9 sets of probability
parameters). The parameters, the distributions, and the distribution parameter values were
established based on interviews with plant experts and farmers, visual comparison of the synthetic
images with images of physical fruit bunches, and graphical considerations.

Table 1 present the Medjool date fruit bunch model parameter distributions. Distribution
parameters given in parentheses for the 1% epoch-1% whorl. The full model is detailed in Appendix
L.
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Table 1: Medjool date fruit bunch model parameter distributions. Distribution parameters given in
parentheses for the 1 epoch-1°%t whorl.

Index Parameter Probability function?
P1 Rachis width [cm] U(a,b),(2,3)
P2 Rachis depth [cm] U(a,b) * (p1), (0-56,0.76)
X (p1)
P3 Viewed section of rachis [cm] Constant, 20
P4 Hidden rachis length [cm] Triang(a,b,c),20,25,30)
Ps Angle between rachis to tree trunk [°] U(a, b),(0,10)
Ps Number of spikelets Triang(a, b, c), (80,85,100)
p7 Number of spikelets clusters Constant, 3
. . Bottom cluster: 0 X (p,)
05 Distance of spl_kelets clusters from top of Middle cluster: 0.4 X (p,)
presented rachis
Top cluster: 0.6 X (py)
. . . . Bottom cluster: 0.5 X (pg)
0s Dispersion of spikelet quantity between the Middle cluster: 0.3 x (pg)
clusters
Top cluster: 0.2 X (pg)
P10 Spikelet length [cm] Triang(a,b,c),(75,80,100)
P11 Spikelet radius [cm] U(a,b), (2,2.5)
Clamps width (i.e. the largest distance between .
P12 two spikelets) [cm] Triang(a,b,c), (25,27,35)
Number of fruitlets per spikelet (on bottom
b
P13 cluster) U(a, b), (60,70)
Distance from the spikelet base to the first .
P14 fruitlet [cm] Triang(a,b,c), (20,27,45)
P15 Fruitlet radius [cm] Triang(a,b,c),(1,1.2,1.5)
. . . 1
P16° Distance between two adjacent fruitlets [cm] Exp (i)' (1.3)
P17 Natural fallout probability [%] Berr(p), 16
P1s Bending of the fruit bunch [%] Constant, 0

U(a, b) — uniform distribution; Triang(a, b, ¢) — triangular distribution; Berr(p) — Bernoulli distribution; Exp(%) — exponential

distribution. (b) These parameters were used for testing the outcome of the generation process detailed blow.

3.2.3 Visualization of the model

The visualization was developed with python 3.7. The libraries used and the main methods are
detailed in Appendix II. The spikelet clusters are modeled as ellipses along the cone, parallel to its
base. They are located at three heights according to parameter ps. The spikelets are drawn in 3°

intervals around each cluster, where each spikelet has an appearance probability that is calculated
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according to parameters ps and po. Parameters pio, p12 and pis are used to define the four Bezier
points defining the cubic Bezier curve for each spikelet,

-1 3-3 11V
3—-6 3 0||V4
-3 3 0 0|V,
1 0 0 01LV;5

Where Vo, V1, V2, and V3 are Bezier points in the 3-dimensional space V; = [V;,, Vi,,V;.]. The

B(t) = [t3t? t 1] ,0<t<1 )

curve starts at Vo, that lies on the circumference of the cluster, and ends at Vs. V1 and V> are the
Bezier control points. For all spikelets, Vs, i.e., the height of Vs, is defined by,

Viy = (p3 + P10) X P1s (8)

This causes the spikelets in the higher (inner) clusters, i.e. the middle and top clusters, to be shorter
than the spikelets in the lower (outer) cluster and achieves the typical overall shape of the cluster
which bears resemblance to that of a broom.

For spikelets in the lower cluster of fruit bunches from the 1% epoch, the x and z coordinates
of V3 are depended on the parameter p12 and on Vo, (j=X, z) such that the point V3 lies at the same
angle as Vo and in a radius that equals 0.5 x p,, (for spikelets found in the higher clusters, the
point V3 is adjusted in a similar way with a smaller radius). For Berr(0.7) of the spikelets, the
two control points, V1 and V>, are defined by constant values with addition of white noise that was
set empirically. Hence, their curvature is typical for the whorl-epoch combination and is
constrained within the overall structure defined by the model. For the remaining spikelets, V1,yand
V2, has a considerably larger noise value to capture natural disorder found in the field.

For spikelets in all clusters of fruit bunches from the 2" epoch and the 3" epoch, V1 is depended
on Vo such that the point V1 lies at the same angle as Vo, and at a higher height which was
empirically set. The x and z coordinates of V3 and V2 lie at a 90° interval. V2, i.e., the height of
V2, is defined by,

Voy = (p3 + P10) )

For Berr(0.7) of the spikelets, V1ij, V2; ,and V3;j (j=X, z) are defined by constant values with
addition of white noise that was set empirically. Hence, their curvature is typical for the whorl-
epoch combination and is constrained within the overall structure defined by the model. For the
remaining spikelets, those coordinates have a considerably larger noise value to capture natural

disorder found in the field.
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The fruitlets are drawn in spiral about the Bezier curve. The first fruitlet is drawn at the first
point whose distance from the starting point is larger than parameter p14. From that point and until
the end of the curve, fruitlets are drawn at each curve point with probability according to parameter
p17. For the 1% whorl-1% epoch each Bezier curve consists of 250 points, such that the number of
fruitlets per spikelet (p13) and the distance between fruitlets (p1e) fit the model.

Figure 7 presents examples for two pairs of physical and synthetic fruit bunches from different

whorl-epoch combinations.
3.2.4 The length of the remaining spikelets

Nowadays, the length of the spikelets after thinning is determined based on the time of thinning,
the fruit bunch’s whorl, and by the farmer long term yield policy which may be influenced by
various parameters including the fruitlet load, the expected natural fruitlet fallout, or the girth of
the rachis. In order to mimic such a decision-making process a DNN is trained for each
combination of whorl and epoch (a total of 9 networks). For training of the DNN, the ground truth
needs to be known as it is a supervised learning algorithm (Da Silva, et al., 2017). Since the
thinning method implemented in the work is shortening of the fruit bunch, the DNNs output is the
remaining length of the spikelets after the thinning. The spikelets remaining length was quantified
with respect to the thinning epoch, the whorl, and thinning technique implemented in the current
work (e.g., for fruit bunches from the 1% epoch-1% whorl, based on a goal of 400-500 fruits at
harvest, the remaining spikelet length for each fruit bunch was set as the average distance from the
base of the spikelets in the lower (outer) cluster to their 12" fruitlet).

3.3 Validation of the model

The final tuning and validation of the model were made for fruit bunches from the 1% whorl-1%
epoch. A dataset of ten fruit bunches was generated. The database contained two images of each
object, with one of the images showing the cutting location of the fruit bunch. Additionally,
properties of each fruit bunch (the fruitlets load and the number of the remaining fruitlets after
thinning) were detailed in an accompanying file (Figure 8). Both physiologists were asked to
review and validate the dataset visually and numerically. The dataset was approved and datasets

for training and testing the neural network were generated.
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Figure 7: Medjool date fruit bunches (Left: synthetic, Right: physical image). Top: 1% epoch-1% whorl; Bottom: 3™
epoch-2" whorl (Bar-Shira, et al., 2019).
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Figure 8: Marked Medjool date fruit bunch from the 1t epoch-1%t whorl. Fruitlets load: 3290; Fruitlets after thinning:
804.
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Chapter 4: Learning motion parameters

4.1 Complexity analysis of task and meta parameter manifold structure

Examining the complexity of the interactions between the task and meta parameters is important
for understanding the manifold structure through which these parameters are connected. We
performed complexity analysis using two methods, principal component analysis (PCA) and
locally linear embedding (LLE). PCA is a classical method often used for dimensionality
reduction. Based on the dataset it determines a coordinate system which is a linear transformation
of the original data features comprising the data’s principal components (PCs), i.e., the axes onto
which the retained variance under projection is maximal. PCA enables representation of dominant
patterns in the data by plotting the primary principal component (this relies on the assumption that
the directions of maximum variance express most of the information in the data) (Wold, Esbensen,
& Geladi, 1987). LLE (Roweis & Saul, 2000) computes low-dimensional, locally linear,
neighborhood-preserving embedding of high-dimensional inputs. The method is based on simple
geometric intuitions: if data is sampled from a smooth manifold, then neighbors of each point
remain nearby and are similarly co-located in the low-dimensional space. In LLE, each point in
the dataset is linearly embedded into a locally linear patch of the manifold. Then low-dimensional
data is constructed such that the locally linear relations of the original data are preserved (Wang,
2012). The downside of using LLE is that, unlike for PCA analysis, the relationship between the
output and input parameters is not readily available for analysis. Both concepts facilitate
visualization of the parameter response surface in low dimensional space (PCA for data which
contain a linear or near linear structure and LLE for non-linear data structures) (Liu, Weissenfeld,
& Ostermann, 2006).

4.2 Learning task and meta parameter mapping

The suggested workflow has additional steps during learning in order to learn the task and meta
parameter manifold and again during runtime in order to obtain the meta parameters with the
learned mapping. The workflow consists of the following steps (Figure 9): data containing tuples
of related task and meta parameters is established in simulation, a complexity analysis is performed
to acquire intuition regarding the task and meta parameter manifold structure and the manifold is

learned. Then, as the TDMP require, the movement primitive trajectory is recorded prior to
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receiving a new task where the features of the trajectory are points in the 3-dimensional space
along the fitted curve that reflect spatial information, i.e., the shape of the movement. When
receiving a new task, the task parameters are determined, they are given as an input to the learned
mapping, and the suited meta parameters are obtained. Next, the movement primitive trajectory is
adapted according to the new parameters, the control (i.e. shape) parameters are computed
analytically, and the movement is generated.

The task and meta parameter mapping for adapting the DMP parameters during run-time, is
learned a-priori (Figure 9). It possible to learn the manifold with different methods. Two methods,
deep neural networks and kernel regression were tested in our group (Cohen, Bar-Shira, & Berman,
2019). In the current work we elaborate on using a deep neural network for learning this mapping.
The neural network was constructed considering the complexity of the structure of the task and

meta parameter manifold.
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Chapter 5. Experiments

5.1 Overview

Two experiments with two different tasks were held for examining the adapted DMP methodology:
robotic soft ball throwing and Medjool thinning. In the robotic soft ball throwing experiment, the
mapping between task requirements to meta parameters was learned on a synthesized data. In the
Medjool thinning experiment the mapping was learned based on the Medjool date fruit bunch
model. The ball throwing experiment is a simpler task and it was conducted as a first toy example
for initial tests of the methodology. The Medjool date thinning task is more complicated and is an

example of a practical task for which the methodology is suited.
5.1.1 Robotic soft ball throwing

A ballistic movement of a robotic soft ball throwing task was chosen since while the motion
trajectory can be readily defined for the throwing motion, the task dynamics for a soft ball contain
non-linear components. Thus, setting the exact parameters for the trajectory is not non-trivial. For
robot soft ball throwing, the task requirement is to throw a ball to a specific goal positioned on a
plain (i.e. the floor). The task parameters, describing the required landing point on the floor, are
the radius r and the horizontal angle o (Figure 10). The meta parameters, describing the endpoint
of the robotic throwing motion, are the horizontal angle B, height h, radius R, and the motion
duration t (Figure 10). The velocity profile of the robot is trapezoid (maximal acceleration, zeros
acceleration, and maximal deceleration). To achieve the required task the ball is released not at the
end of the motion, but rather when the robot is moving at its maximal velocity, directly before it
starts decelerating.

Two models were considered for the ball throwing task, a ballistic model and an adapted
model. The ballistic model was based on standard ballistic motion equations. The adapted model
was developed in order to make the simulation more realistic and account for some of the
limitations of the physical robot. The adapted model reflects the fact that it is harder for the robot
to develop high velocities throwing the ball sideways (larger absolute  values) using the current
motion profile and that it is also harder to develop high velocities for small throwing radiuses

(smaller R values). The full workflow was examined for both models.
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In the robotic soft ball throwing, the ability of the DNN to learn the task and meta parameter
manifold and thus achieve an accurate movement was compared with that of kernel regression.
Kernel regression is also suitable for learning efficient manifold representations, yet it has different
strengths compering to the DNN (Cohen, Bar-Shira, & Berman, 2019). The two learning methods

are examined in light of different sizes of training datasets.
5.1.2 Medjool thinning

The Medjool date thinning experiment conducted to test the competence of the DNN to learn the
mapping between task requirements to meta parameters for 1% epoch-1% whorl fruit bunches based
on the Medjool date fruit bunch model. The task parameters were defined based on farmer account
regrading critical parameters for the decision on the spikelets cutting length and based on
measurable parameters. These include the fruitlets load (FL) and the parameters of the minimal
bounding box surrounding the spikelets (length (LS), width (WS), and angle (AS)) (Figure 10).
The meta parameter is the spikelets remaining length, L, i.e., the path length for advancing in
direction AS in the frontal plane (with respect to the camera viewpoint) along the spikelets, from
the intersection point between the rachis and the spikelets (Figure 10). For the Medjool thinning
experiment, the following steps were performed: Datasets acquisition, complexity analysis,

learning task and meta parameter manifold, and obtaining the meta parameter for new tasks.
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Figure 10: Task and meta parameters illustration. Left: robotic soft ball throwing experiment. The task parameters are
the landing point on the floor defined by the radius r and the horizontal angle o. The meta parameters are motion
endpoint defined by the horizontal angle B, height h, and radius R (and motion duration t) (Cohen, Bar-Shira, &
Berman, 2019); Right: Medjool thinning experiment. The task parameters are the fruit bunch defined by the length
LS, width WS, and angle AS of the minimal bounding box surrounding the spikelets (and the fruit load FL). The meta
parameter is the spikelets remaining length L (adapted from Bar-Shira, et al., 2019).

5.2 Data acquisition

5.2.1 Robotic soft ball throwing

Datasets containing tuples of related task and meta parameters were created using two simulation
models in Matlab 2015a to account for a 6 degrees of freedom HP6 manipulator (Yaskawa,
Motoman, Japan). The simulations differed based on the dynamic model used for computing the
ball’s trajectory (ballistic model and adapted model). For both models the meta parameter values
were randomly sampled from a uniform distribution within the following intervals: p=[-45°,45°],
h=[40mm, 140mm], R=[500mm,700mm]. Given the meta parameters and typical trajectory (A
typical trajectory suitable for throwing the ball was programmed and tested in the physical
environment and then transformed to the coordinates of the simulated environment), shape
parameters were calculated using TDMP. Then the resulting task parameters were calculated by
using the DMP controller in simulation (ballistic or adapted). The landing point was determined

based on the dynamic equations of the ball’s trajectory after it was released by the robot.
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Different datasets were constructed for different analyses. For all datasets, the robot started at
an initial configuration in which the end effector was low and close to the robot’s base. Motion
duration was set to a constant value of t=5 since preliminary analysis with the physical robot
showed that this is an appropriate value for a duration of a successful shot.

Datasets of different sizes were constructed. 8, 27, 64, 125, 216, 343, 512, 729, and 1000
parameters tuples training sets and 125 parameters tuples test set for each simulation model

(ballistic model and adapted model).
5.2.2 Medjool thinning

A training set of 800 tuples and a test set of 200 tuples of related task and meta parameters were
constructed. For generating the datasets, fruit bunches from the 1% epoch-1% whorl were sampled
from the model. Each fruit bunch was sampled with different seed to create datasets with
independent samples. Each sample of a fruit bunch was automatically visualized, and a screen
shoot was saved along with the fruit bunch parameters (e.g. the fruitlets load and the spikelets
remaining length). The length, width, and angle of the minimum bounding box surrounding the
spikelets were computed based on image analysis. The final datasets hold the following
parameters: [FS + 10%, LS, WS, AS, L] where the 10 percent error in the fruitlets load is to account

for the sonar error.
5.3 Examining data complexity

The relationship between the parameters was examined using both PCA and LLE methods, and a
mapping was devised using a neural network. First the PCA was computed and the weights of each
parameter in the top principal components were examined. The required dimensionality reduction
was set, based on the number of principal components required for explaining 95% of the variance,
and the LLE was computed.

The PCA weights influenced the effort to minimize the error of each meta parameter when
learning the structure of the neural network. In case of multiple meta parameters, a meta parameter
that had larger weights in the top principle components was marked as more important hence the
error threshold guiding the training was lower. Problem complexity was assessed by examining
the variance explained by the PCA components and the layout of the top components of both PCA
and LLE in 3-dimensional figures. When the accumulation of 95% of the variance required more

components, the problem space is more complex. When the PCA and LLE parameter dispersion
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is less uniform problem complexity is higher. Higher problem complexity requires either deeper
networks, more neurons in each hidden layer, or both. The code was developed with python in

google colaboratory. The libraries used and the flow of the code are detailed in Appendix II.
5.4 Defining network structure and devising a mapping

In both experiments, the number of neurons in the input layer was equal to the number of task
parameters and the number of neurons in the output layer was equal to the number of meta
parameters. MLP networks were used. The networks consist with a ReLU activation function,
mean absolute error loss function, and Adam optimizer (Glorot, Bordes, & Bengio, 2011; Ruder,
2016). The batch size and the number of epochs were empirically set to 32 and 1000 respectively.
A grid-search was performed to adjust the number of hidden layers, the number of neurons in each
layer, and the learning rate for the optimizer. Based on the analysis of the parameter space we
established the boundaries of the grid-search (Bergstra & Bengio, 2012) for adjusting the number
of hidden layers and the number of neurons in each layer. Early stopping technique was applied,
according to which, the training stops when the performance of the model on the validation set did
not improve following subsequent number of epochs (Prechelt, 1998). The final model for a given
dataset was devised with the combination of hyperparameters values that minimized the mean

absolute error (MAE) between the estimated and truth values, on the validation set,
1 ~
MAEy:;Z?=1|Yt — el 9)
Where y is a meta parameter, n is the number of samples, y; is the truth value, ¥, is the estimated
value.

The code was developed with python in google colaboratory. The libraries used and the flow of
the code are detailed in Appendix II.

5.5 Measures

We examined the estimation error of the meta parameters in both experiments. The estimation
error of the meta parameters is directly computed from the output of the DNN (i.e., the learned
mapping) and the corresponding ground truth values. The error in meta parameter estimation and
its relationship to the task parameter estimation error is important for evaluation of the estimation
method used for mapping. For the robotic soft ball throwing experiment, we additionally tested

the movement error (i.e., the distance between the landing point of the ball to the task requirement),
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which characterizes the overall performance of the method. For estimating the movement error an
additional step was executed to compute the landing point of the ball based on the estimated meta
parameters.

For distance estimation (robotic soft ball throwing: h (robot endpoint height), R (robot endpoint
radius), r (ball landing point radius). Medjool thinning: L (length of the remaining spikelets)), the
error was calculated as the mean scaled absolute error (MSAE) between the estimated and truth

values,

MSAE,= i, 2 (10)

Where y is one of the parameters (h, R, r, L), n is the number of samples, y, is the truth value, y,

is the estimated value.

For the angle measures (robotic soft ball throwing: p (endpoint horizontal angle) and a (ball
landing point horizontal angle)), the error was calculated as the mean absolute error (MAE)
between the estimated and truth values (Equation 9), Where y is one of the parameters (B, a), n is

the number of samples, y;, is the truth value, y, is the estimated value.
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Chapter 6: Results

6.1 Robotic soft ball throwing

In both the ballistic and the adapted model, the top 3 of 5 PCA components explain more than 95%
of the variance (Figure 11). Accordingly, the complexity of both models is moderate. The
dispersion of the first 3 PCA components was similar and nearly uniform in both models (Figure
13) but the dispersion of the first 3 LLE components differed, showing different concentration
along different axes, suggesting stronger internal constraints among the parameters of the adapted
model (Figure 13).

Examining the PCA components shows a clear separation between the parameters (Figure 12).
The angles (a, B) have very high weights in the 1% component, the distances (r, R) in the 2"
component, and the height (h) in the 3" component. This implies separation between distances and
angles, and a weak relationship between the values of height and the values of other parameters.

The data complexity analysis implied that the complexity of the problem was moderate, thus
the following values were chosen for the hyperparameters grid-search: the number of hidden layers
was [3, 5, 7, 8] and the number of neurons was [10, 20, 32, 64]. The results of training and testing
of the DNN are detailed in Appendix III. For both models in all datasets that contain above 64

tuples, the meta parameter h had a consistently higher error than the other two parameters.
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Figure 11: Parameter space analysis for the robotic soft ball throwing experiment; Cumulative variance of the principle
components. Left: ballistic model; Right: adapted model (Cohen, Bar-Shira, & Berman, 2019).
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Figure 12: Parameter space analysis for the robotic soft ball throwing experiment; Weights of the parameters in the
principle components. Left: ballistic model; Right: adapted model (Cohen, Bar-Shira, & Berman, 2019).
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Figure 13: Parameter space analysis for the robotic soft ball throwing experiment; 3-dimantional visualization of the
top 3 components (Top: PCA, Bottom: LLE). Left: ballistic model; Right: adapted model (Cohen, Bar-Shira, &
Berman, 2019).
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The landing point of the ball was computed based on the estimated meta parameters. For both the
ballistic and adapted models and for both estimation methods tested (kernel regression and neural
networks) both the distance and angle errors were smaller as dataset size increased (Figure 14).
For kernel regression, the reduction in estimation error becomes very small when increasing
dataset size beyond 30 tuples for the ballistic model or 64 tuples for the adapted model. For neural
network, the reduction in estimation error becomes very small when increasing dataset size beyond
500 tuples for both the ballistic model and the adapted model. Beyond this value (500 tuples), the
error converges in both methods to values of 3% at a distance (r) and 1° at angle (a) in the ballistic

model and to values of 12% at a distance and 2° at the angle in the adapted model.
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Figure 14: Movement error as a function of dataset size (Top: ball landing horizontal angle «, Bottom: ball landing
radius r). Left: ballistic model; Right: adapted model (Cohen, Bar-Shira, & Berman, 2019).
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6.2 Medjool thinning

PCA results showed that in order to attain above 90% of the variance all 5 components are needed
and the amount of the variance explained by each PCA components is similar (Figure 15). This
indicates that the complexity of the problem is relatively high. The dispersion of the first 3 PCA
displays a concentration of observation that is forming a sphere-like shape and as the distance from
the center of the sphere increase the dense of the observations lessen (Figure 15). The dispersion
of the first 3 LLE components also displayed a concentration of observations but, unlike the PCA,
when distancing from the dense area, different behavior along the different axes is observed
(Figure 15).

Examining the PCA components (Figure 15) shows that the meta parameter L appears in
different combination along with all task parameters. This implies a strong connection between
the parameters.

The data complexity analysis implied that the complexity of the problem was high, thus the
following values were chosen for the hyperparameters grid-search: the number of hidden layers
was [9, 17, 21, 33] and the number of neurons was [16, 32, 64, 128].

When training the deep neural network, the combination of hyperparameters that minimized the
error on the validation set was of 21 hidden layers and 128 neurons per layer. The learned mapping
was tested on new task requirements and the final estimation error for the remaining length of the

spikelets was 2.6%.
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Chapter 7: Discussion and future work

The research examines establishing DMP parameter values based on a mapping between task
parameters and meta parameters that relies on a deep neural and a method for generating synthetic

datasets to train the deep neural network.
7.1 Synthetic dataset

The integration of the stochastic fruit bunch model facilitates generation of multiple fruit bunch
samples. In the last thinning season, a dataset of more than 100 physical fruit bunches was
constructed. While great effort was exerted in attaining the dataset it will not be enough on its own
to train the DNN. In a real environment, the cost of generating a training set with large data is
expensive (long epochs, expansive equipment). Building a simulation model that takes into
consideration as many physical elements as possible in order to generate a training set relaxes the
difficulty of acquiring data, thus enabling the neural network to train on a large dataset which is
important to enable it to reach its full competence. Moreover, the model was built in an open source
environment, thus making it economically. This is an important step towards integrating robotics
and state of the art machine learning algorithms to this domain.

For the fruit bunch model, integration of the model parameters with the smooth Bezier curve,
allowed an ease representation of a major plant feature. Validation of additional epochs of the
model is in progress. Presently, it is important to concentrate on epoch-whorl combinations that
are more significant in terms of fruit quality (farmers prioritize the upper whorls), and are more
convenient for the robotic operation (the structure of the fruit bunch in the early epochs is more
convenient for bundling the spikelets). Additionally, collecting samples of physical fruit bunches
from the chosen combinations can enable to perform goodness of fit tests for the model’s
distribution, hence increasing its validity and thus its acceptance in the farmers community.

The quantification of the error of the spikelets remaining length was important since it is the
meta parameter of the DMP required for the bundling motion. In addition, the ground truth for
each fruit bunch in the current work was established based on length (the radial length towards the
12" fruitlet). A relative error was used since the acceptable error is relative to the size of the fruit

bunch.
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7.2 Learning motion parameters

Analyzing the structure of the parameter manifold was instrumental in adapting movement
parameters. Principal component analysis facilitated setting suitable hyperparameter search limits.
Furthermore, it enables to envisage the feasibility of the DNN to successfully learn the required
mapping by viewing the connections between the task and meta parameters. Absence of
components that combine strong influence of a meta parameter together with at least one of the
task parameters may result in low competence of the network to estimate the meta parameter.
Examining the locally linear embedding, for which the linearity assumption is relaxed was
important for reviewing constraints in the data and gaining a deeper understanding of model
complexity. When the layout in the 3-simantional space indicates different distribution features
along different axes, small error in the meta parameter estimation may lead to big movement error
thus big emphasis needs to be placed on the architecture and tuning of the DNN. The analysis
expedited the training of the DNN and facilitated correct emphasis to reducing errors of the more
influential parameters.

Learning a mapping with small datasets is inadequate for DNNs. The parameters representing
task requirement and the meta parameters have a nonlinear relationship. For the neural network to
generalize, it needs to see large amount of data that covers the parameter space. When establishing
big amount of data is not feasible, kernel regression may be adequate.

Dynamic movement primitives are suited for the required complex trajectories and the
dynamic interactions with the environment. The motion adapted based on the mapping is
predictable leading to robust task performance. For robotic applications that require complete
assurances of run-time behavior without forsaking run-time adaptability such traits are critical.
Moreover, the continuous mapping suites the variety that exists in dynamic environment.

In the robotic soft ball throwing experiment, the analysis of both simulations of the soft ball
throwing task indicated that the complexity of the problem was moderate, i.e., that a rather small
number of layers was required. The meta parameter h did not share a strong influence in the same
principle components with none of the task parameters. This is in-line with the DNNs high
estimation error for this parameter, regardless of the database size. For the other meta parameters,
B and R, the estimation error decreased as the size of the dataset increased. The additional non-

linear constrains in the adapted model are in line with the larger movement errors for this model
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using both methods (deep neural networks and kernel regression). The movement error decreased
rapidly as the size of the training dataset increased for both kernel estimation the deep neural
network. While for small datasets kernel estimation outperformed the deep neural network, for the
larger datasets their performance was similar. Differently, in the Medjool thinning experiment, the
analysis of the thinning task indicated that the complexity of the problem was high, i.e., that a large
number of hidden layers, or a large the number of neurons in each hidden layer, or both is required.
The meta parameter L shared a strong influence in the same principle component with all the task
parameters. This is in-line with the small estimation error that the DNN achieved. Since the
estimation error of the meta parameter was small, a small movement error is expected despite the

distribution features in the LLE parameter space.
7.3 Mediation between simulation and physical environment

An important manner that requires future care is the mediation between simulation and physical
environment. Additional tuning of the DNN might be needed. This can be achieved by
amalgamation of this dataset with synthetic fruit bunch images integrated with background field
images. It is a promising direction currently under development along with testing the learned
mapping on data of physical fruit bunches.

For the current project the input for the DNN is the processed output from the sensing system,
composed from both a sonar and a camera. Eliminating the pre-proccing can be achieved by
constructing a network that takes as input the raw data from the sonar and camera and directly
calculates the remaining length of the spikelets. The architecture of such a network needs to be
carefully constructed since combining different types of inputs is not trivial. Furthermore, such
network may need an increased computation ability during training and possibly in runtime as

well, thus economic considerations are needed.
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Appendix I: Medjool date fruit bunch model

Table 2 present the full model devised for capturing the geometry of the Medjool date fruit bunch.
Eighteen parameters were defined. A probability function was defined for each of the parameters
and distribution parameters were fitted for the three thinning epochs and the three whorls (9 sets
of probability parameters). Final validation was performed for the parameters of fruit bunches from

the 1% epoch-1% whorl.

Table 2: Medjool date fruit bunch full model parameter distributions.

Index | Parameter Eurr?cbt?(?rllgty Whorl Epoch
1st 2nd 3rd
1t (2,3) (2,3) (3,4)
o1 I[QC?T(]:?IS width U(a,b) ond (3,4) (3,4) (4,5)
3 (4,5 (4,5) (5.6)
1st
P2 Eﬂ"s‘jepth U(a,b) * (py) ond (0.56,0.76) X (py)
3rd
1St

Viewed section nd
p3 of rachis [cm] Constant 2 20

3rd
18 (20,25,30) (22,25,32) (29,35,40)
Hidden Rachis . nd
P4 length [cm] Triang(a,b,c) 2 (17,19,25) (15,23,30) (25,32,37)
3rd (10,13,15) (14,20,24) (22,25,30)
1 0,10 10,20 15,30
Angle between ( ) ( ) ( )
ps rachis to tree U(a,b) 2nd (10,17) (15,25) (45,60)
trunk [°
[l 3rd (10,20) (30,40) (60,90)
1 (80,85,100)
Number of ; nd
ps spikelets Triang(a,b,c) 2 (50,70,80)
3 (50,60,65)
1St
Number of
p7 spikelets Constant 2nd 3
clusters 30
Distance of 15t Bottom cluster: 0 X (p,)
ps spikelets Middle cluster: 0.4 X (p,)

clusters from 2" Top cluster: 0.6 X (p,)




top of

presented 3rd
rachis
Dispersion of 15t
spikelet Bottom cluster: 0.5 X (pg)
po quantity 2n Middle cluster: 0.3 X (pg)
between the 3rd Top cluster: 0.2 X (pg)
clusters
18t (75,80,100)
P1o ?Cpr'n';e'et length | - iang(a, b, ) ond (65,79,89)
3 (50,60,65)
1St
Spikelet radius nd
p11 e U(a,b) 2 (2,2.5)
3rd
Clamps width 1 (25,27,35) | (3540,45) | (70,80,100)
(i.e. the largest
p12 distance Triang(a,b,c) 2n (20,24,30) (30,35,40) (50,70,90)
between two
d
spikelets) [cm] 3 (20,21,24) | (243035) | (50,70,85)
Number of 1 (60,70) (40,50) (25,35)
fruitlets per nd
P13 spikelet (on U(a,b) 2 (50,60) (30,40) (17,25)
first cluster) 3rd (35,45) (25,35) (12,22)
Distance from 1
the spikelet . nd
P14 base to the first Triang(a,b,c) 2 (20,27,45)
fruitlet [cm] 3rd
18t (1,1.2,1.5) (151.82) | (1.81.82.5)
pis '[:Cr#q']“et radius | 1 iang(a, b, c) ond 091.1,12) | (1,1215) | (15182)
3 (0.7,0.8,0.9) | (09,1.1,1.2) | (1,1.2,1.5)
Distance 1
between two 1 nd
P16 adjacent Exp(z) 2 (1.3)
fruitlets [cm] 3rd
1st
Natural fallout nd
pi7 probability [%] Berr(p) 2 16 30 60
3rd
1$t
Bending of the nd
pis fruit bunch [%] Constant 2 0 0.2 0.2
3rd

a. U(a,b) — uniform distribution; Triang(a,b,c) — triangular distribution; Berr(p) — Bernoulli distribution;
Exp(%) — exponential distribution.
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Appendix II: Code description

Fruit bunch dataset generation

Generates a dataset of images and accompanying properties of Medjool date fruit bunches. To

initial a new experiment, the user enters an experiment number, seed, dataset size, and the required

whorl and epoch. Furthermore, the user can choose whether to draw the cutting plain. The code

automatically opens a new directory to which images and a csv file containing related information

are saved. The code was developed with python 3.7. The libraries used are detailed in Table 3 and

the main methods are detailed in Table 4.

Table 3: Libraries used in the ‘Fruit bunch dataset generation’ code.

Library name Description
ame Offers computer graphics abilities. It is a python wrapper module
28 for the SDL multimedia library.
OpenGL Offers rendering abilities for 2D and 3D vector graphics.
Offers access to the mathematical functions defined by the C
math
standard.
numpy Offers scientific computing tools.

Table 4: Main methods in the ‘Fruit bunch dataset generation’ code.

Method name

Description

init_exp

Sets model parameters according to the user’s input regarding the
required whorl and epoch.

compute_bezier_points

Computes the points along a curve, given four Bezier control
points.

draw_sphere

Draws a sphere, given the required center and radius.

draw_bezier_points

Draws a curve, given a set of points that are calculated by the
“compute_bezier points” method.

draw_elliptical_cylinder

Draws an elliptical cylinder, given its girth, height, and center of its
lower base.

draw_cone

Draws a cone, given the girth and center of its base, and its height.
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draw_spikelets

Computes four control points for each spikelet and activates the
“draw_bezier points” method.

take_screen_shoot

Saves an image of the fruit bunch to the experiment’s directory.

main

Runs the main loop that activates pyGame and creates the fruit
bunch 3d graphics by adjusting the lighting and calling the methods
above.

Generate dataset

Receives user’s input and generate a dataset by calling the ‘main’
method and saving the data to the experiment’s directory.

Complexity analysis

Performs PCA and LLE. To initial a new experiment, the user uploads the required dataset of

related task and meta parameters. Then, data preparation is conducted, both methods are applied

on the dataset, and figures are displayed and saved to a directory defined by the user. The code

was developed with python in google colaboratory. The libraries used are detailed in Table 5 and
the flow of the code is detailed in Table 6.

Table 5: Libraries used in the ‘complexity analysis’ code.

Library name

Description

pathlib

Offers a set of classes to handle filesystem paths.

matplotlib.pyplot

Offers a MATLAB-like plotting framework.

pandas Offers data analysis / manipulation tool.

numpy Offers scientific computing tools.

random Offers pseudo-random number generators for various distributions.
Offers statistical graphics tools. It is built on top of matplotlib and

seabor closely integrated with pandas data structures.

sklearn Offers machine learning tools.

mpl_toolkits.mplot3d

Offers an extended 3d plotting abilities.
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Table 6: Flow of the ‘complexity analysis’ code.

Section name Description

Load data Loads dataset to the colaboratory.

Data preparation Normalizes the dataset so that the values are between zero and one.
PCA Applies PCA on the data.

LLE Applies LLE on the data.

Displays and saves the following images: cumulative variance of

i the principle components, weights of the parameters in the
igures o o o

principle components, 3d visualization of the top 3 principle

components, and 3d visualization of the top 3 LLE components

DNN: train and test

Trains and tests a deep neural network. To initial a new experiment, the user uploads the required
dataset of related task and meta parameters (it is optional to upload one dataset that will later be
divided to a training set and a test set, or to upload both training set and test set). Then, data
preparation is conducted, the DNN is trained and the values for the hyperparameters are chosen,
the final model is tested on the test set, and the estimation errors of the meta parameters are
calculated. There is an option to build and export a dataset containing the task parameters and the
predicted meta parameters. The code was developed with python in google colaboratory. The

libraries used are detailed in Table 7 and the flow of the code is detailed in Table 8.

Table 7: Libraries used in the 'DNN: train and test' code.

Library name Description

tensorflow Offers high performance numerical computation abilities.
pathlib Offers a set of classes to handle filesystem paths.
matplotlib.pyplot Offers MATLAB-like plotting framework.

pandas Offers data analysis / manipulation tool.
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numpy Offers scientific computing tools.

random Offers pseudo-random number generators for various distributions.
Offers statistical graphics tools. It is built on top of matplotlib and

seaborn

closely integrated with pandas data structures.

Table 8: Flow of the 'DNN: train and test' code.

Section name

Description

Fix seed

Control all pseudo-random number generators to enable an
experiment to be repeated.

Load data

Loads dataset to the colaboratory.

Data preparation

Divides the dataset to training set and test set if needed; Creates
four datasets (training set, training labels, test set, and test labels)
by separating the labels from the full training set and the full test
set; Normalizes the training set and test set so that the values are
between zero and one (the normalization is performed using the

training set characteristics).

Hyperparameters tuning

Performs a grid-search to adjust the number of hidden layers, the

number of neurons in each layer, and the learning rate of the

optimizer.
Build model Trains the DNN with the chosen architecture.

Tests the trained DNN on the test set and computes estimation
Test model

errors of the meta parameters.

Generate dataset

builds and exports a dataset containing the task parameters and the

predicted meta parameters.
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Appendix III: DNNs training and testing results for

the robotic soft ball throwing experiment

Table 3 present the results of training and testing of the DNNs in the robotic soft ball throwing
experiment. A DNN was trained for each of the eighteen training sets, nine training set for each
model (ballistic and adapted). the results of the grid-search that was performed for three of the
DNN hyperparameters (learning rate of the optimizer, number of hidden layers, and number of
neurons in each layer) are detailed. The trained DNNs were testes on two test sets, one for each
model, and the results of the meta parameters estimation errors are presented. All datasets are

available in Mendeley Data (https://data.mendeley.com/datasets/d75vv3tdkg/1)

Table 9: DNNSs training and testing results for the robotic ball throwing experiment.

Model Train_ing Hyperparameters optimization Meta parameters estimation
set size results error
Learning | Hidden NeUTons MAE3g MSAEn | MSAERr
rate layers [°] [%] [%0]

Ballistic 8 0.001 3 64 2.964 0.294 0.739
Ballistic 27 0.001 8 64 2.076 0.281 0.026
Ballistic 64 0.0005 8 32 1.48 0.315 0.015
Ballistic 125 0.001 8 64 2.117 0.292 0.017
Ballistic 216 0.0005 7 64 0.8 0.291 0.01
Ballistic 343 0.0005 7 32 1.043 0.291 0.007
Ballistic 512 0.0005 7 20 0.585 0.3 0.005
Ballistic 729 0.001 7 32 0.496 0.294 0.004
Ballistic 1000 0.0005 7 64 0.645 0.294 0.004
Adapted 8 0.001 3 64 2.561 0.325 0.8
Adapted 27 0.001 3 64 2.513 0.33 0.788
Adapted 64 0.0005 7 64 1.798 0.286 0.027
Adapted 125 0.0005 8 32 2.704 0.28 0.019
Adapted 216 0.0005 7 64 1.592 0.285 0.013
Adapted 343 0.0005 8 64 1.514 0.282 0.01
Adapted 512 0.001 7 32 0.81 0.294 0.009
Adapted 729 0.0005 7 64 1.214 0.286 0.01
Adapted 1000 0.0005 7 32 1.018 0.285 0.006
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