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Abstract: 

 

In the realm of unsupervised learning, mixture models provide a powerful framework 

for key statistical tasks such as clustering and density estimation. This talk will focus 

on several variants of the well-known Bayesian mixture models (exemplified by the 

Bayesian Gaussian Mixture Model), their MCMC inference, and some of their 

applications in computer vision, machine learning, and robotics. These variants 

include incorporation of one or more of the following: hierarchy; nonlinear geometry; 

parallel and distributed MCMC inference; Bayesian nonparametric extensions (i.e., 

where K, the number of components, is unknown), or topological constraints. 

 

Joint work with John Fisher's Sensing, Learning Inference group and John Leonard's 

Marine Robotics group, both at MIT CSAIL.  
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A Mixture of Manhattan Frames: Beyond the Manhattan World 

[Straub, Rosman, Freifeld, Leonard, and Fisher, CVPR '14] 

 

A Dirichlet Process Mixture Model for Spherical Data 

[Straub, Chang, Freifeld, and Fisher, AISTATS '15] 

 

A Fast Method for Inferring High-Quality Simply-Connected Superpixels 

[Freifeld, Li, and Fisher, ICIP '15] 

 

The Manhattan Frame Model -- Manhattan World Inference in the Space of 

Surface Normals 

[Straub, Freifeld, Rosman, Leonard and Fisher, Accepted to PAMI] 

 

Distributed MCMC Inference in Dirichlet Process Mixture Models Using Julia 

[Yu, Fisher, and Freifeld, under review] 

 

Inferring Projected Bayesian Nonparamteric Mixtures 

[Freifeld, Yu, Zheng, and Fisher, in preparation]. 
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