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First published July 19, 2017; doi:10.1152/jn.00347.2017.—To adapt to
deterministic force perturbations that depend on the current state of
the hand, internal representations are formed to capture the relation-
ships between forces experienced and motion. However, information
from multiple modalities travels at different rates, resulting in inter-
modal delays that require compensation for these internal representations
to develop. To understand how these delays are represented by the brain,
we presented participants with delayed velocity-dependent force fields,
i.e., forces that depend on hand velocity either 70 or 100 ms beforehand.
We probed the internal representation of these delayed forces by exam-
ining the forces the participants applied to cope with the perturbations.
The findings showed that for both delayed forces, the best model of
internal representation consisted of a delayed velocity and current posi-
tion and velocity. We show that participants relied initially on the current
state, but with adaptation, the contribution of the delayed representation
to adaptation increased. After adaptation, when the participants were
asked to make movements with a higher velocity for which they had not
previously experienced with the delayed force field, they applied forces
that were consistent with current position and velocity as well as delayed
velocity representations. This suggests that the sensorimotor system
represents delayed force feedback using current and delayed state infor-
mation and that it uses this representation when generalizing to faster
movements.

NEW & NOTEWORTHY The brain compensates for forces in the
body and the environment to control movements, but it is unclear how
it does so given the inherent delays in information transmission and
processing. We examined how participants cope with delayed forces
that depend on their arm velocity 70 or 100 ms beforehand. After
adaptation, participants applied opposing forces that revealed a par-
tially correct representation of the perturbation using the current and
the delayed information.

adaptation; delay; force field; motor primitives; reaching

TO MOVE EFFECTIVELY, the brain must compensate for ongoing
kinematic and dynamic changes in the environment and in
body state, which are transmitted as afferent signals that
propagate through the sensory system. It is widely accepted
that to do so, the brain constructs and exploits internal models,
i.e., neural structures that constitute the causal link between
motor commands, the state of the body, and the forces acting
on it (Karniel 2011; Kawato 1999; Shadmehr and Krakauer
2008; Shadmehr and Mussa-Ivaldi 1994; Wolpert and Ghah-
ramani 2000; Wolpert et al. 1995). In a well-established ex-
perimental paradigm, participants make point-to-point reach-
ing movements in the presence of perturbations that involve
either altered visual feedback or the application of external
forces that depend linearly on movement variables such as
position and velocity (Shadmehr and Mussa-Ivaldi 1994; Tong
et al. 2002). By updating the internal model parameters, the
sensorimotor system is able to adapt to these novel environ-
ments (Karniel 2011). It was suggested that participants cope
with state-dependent force perturbations by adjusting combi-
nations of movement primitives, where each primitive (posi-
tion, velocity, etc.) produces a force that is linearly related to
the respective state. For example, a position primitive is a force
that is linearly related to the current hand position. The adjust-
ment of such primitive combinations attempts to increase the
weight of the primitive on which the perturbing force depends
while decreasing the weights of the others (Shadmehr and
Mussa-Ivaldi 1994; Sing et al. 2009; Thoroughman and Shad-
mehr 2000; Yousif and Diedrichsen 2012).

However, signals from different modalities are transmitted
at different rates across the nervous system (Murray and
Wallace 2011); hence, the information available for construct-
ing internal models entails delays between signals. This raises
the question of how internal models are formed in light of these
delays, namely, how the brain represents delayed feedback.
Recent studies have demonstrated that when sensory feedback
is delayed, the perception of impedance (Di Luca et al. 2011;
Leib et al. 2015; Leib et al. 2016; Nisky et al. 2010; Nisky et
al. 2008; Pressman et al. 2007) and object dynamics (Honda et
al. 2013; Sarlegna et al. 2010; Takamuku and Gomi 2015) are
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biased. In addition, a delay in the visual feedback of a virtual
object affects the proprioceptive state representation (Mussa-
Ivaldi et al. 2010; Pressman 2012) and interferes with adapta-
tion to space-based visuomotor perturbations (Held et al. 1966;
Honda et al. 2012a). By contrast, participants can adapt to
delayed velocity-dependent force perturbations in which the
force depends linearly on the hand velocity a certain time
beforehand (Levy et al. 2010). In this experiment, after the
delayed force was suddenly removed, participants exhibited
aftereffects that were shifted in time compared with those after
the nondelayed perturbations, suggesting that perhaps some
representation of the delay was used.

Here, we explored how the brain represents delayed force
feedback. We examined adaptation to delayed velocity-depen-
dent force perturbations, compared the effectiveness of differ-
ent candidate representations in accounting for the observed
compensations for the delayed forces, and analyzed the dy-
namics of the formation of these representations and their
aftereffects. We asked healthy participants to perform point-
to-point reaching movements and applied forces that were

either nondelayed or delayed with respect to movement veloc-
ity (Fig. 1A). We examined participants’ internal representa-
tions of each type of perturbation by measuring forces they
applied in force channel trials, namely trials in which a lateral
force was applied on a participant’s hand that was equal and
opposite to the force applied by the participant, which were
randomly presented throughout the experiment (Scheidt et al.
2000). Based on previous studies (Sing et al. 2009; Yousif and
Diedrichsen 2012), we expected that in the nondelayed case,
participants would represent the perturbation as a combination
of position and velocity primitives and give a higher weight to
the velocity primitive (Fig. 1B). For the delayed case, we
entertained two competing hypotheses. We reasoned that if
participants had access to a representation of delayed velocity,
they would learn to use it to predict the force (Fig. 1C, left).
Alternatively, if this type of delayed velocity representation
was not available, they would formulate a prediction based on
the current state and possibly try to approximate the delay as a
combination of current state variables (Fig. 1C, right). This
state-based representation would be expected to lead to suc-

Fig. 1. Models of force representation. A:
schematic illustration of the force applied by
the haptic device during adaptation in the
nondelayed (solid blue line) and delayed
(solid beige line) conditions, using the same
representative velocity trajectory (dotted
gray line) in both conditions. B: the repre-
sentation of nondelayed force (solid dark
blue line) is modeled as a combination of
position (Pos; dotted orange line) and ve-
locity (Vel; dotted green line). C: possible
representations of delayed force (solid
brown line). Left: based on representation
of position and delayed velocity (Delayed
Vel; dotted dark blue line); right: based
only on current state; position, velocity,
and acceleration (Acc; dotted purple line).
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cessful coping with small delays (relative to the movement
duration) but would be likely to deteriorate for increasing
magnitude of delay.

Surprisingly, we found that throughout adaptation to both
the 70- and 100-ms delayed velocity-dependent force pertur-
bations, participants formed a representation based on the
delayed velocity together with the current position and velocity
information. At the higher delay, the temporal separation
between the delayed and current velocity trajectories in the
representation was greater. The representation of the delayed
force generalized to faster movements for which the delayed
force field had never been experienced. Importantly, the forces
that participants exhibited during the faster movements were
also consistent with a combined representation of the current
and the delayed velocity.

METHODS

Notations

We use lowercase letters for scalars, lowercase boldface letters for
vectors, and uppercase boldface letters for matrices. Uppercase non-
boldface letters indicate the dimensions of vectors/matrices of sam-
pled data points and of vectors/matrices that were calculated from
sampled data points. The letter n specifies trial index. Lowercase
Greek letters indicate regression coefficients; x is the Cartesian space
position vector, with x and y as position coordinates (for the right-left
and forward-backward directions, respectively). N indicates the num-
ber of participants in a group.

Participants and Experimental setup

Thirty-eight healthy volunteers (aged 18–29; 20 females) partici-
pated in two experiments; 30 participated in experiment 1 and eight in
experiment 2. No statistical methods were used to predetermine
sample sizes, but the minimum sample size per condition that we used
was the same as the test group in a previous study (Levy et al. 2010)
performed in our laboratory, where a satisfactory effect size was
reported. The experimental protocols were approved either by the
Institutional Helsinki Committee (experiment 1) or by the Human
Subjects Research Committee (experiment 2) of Ben-Gurion Univer-
sity of the Negev, Beer-Sheva, Israel, and the methods were carried
out in accordance with the relevant guidelines. Both experiments were
conducted after the participants signed an informed consent form as
stipulated by the associated committee.

The experiments were administered in a virtual reality environment
in which the participants controlled the stylus of a six degrees-of-
freedom PHANTOM Premium 1.5 haptic device (Geomagic). Seated
participants held the handle of the haptic device with their right hand
while looking at a screen that was placed transversely above their
hand (Fig. 2A) at a distance of �10 cm from participants’ chin. The
hand was hidden from sight by the screen, and a sheet covered their
upper body. The movement of the haptic device was mapped to the
movement of a cursor that indicated the participants’ hand location.
Participants were instructed to make point-to-point reaching move-
ments in a transverse plane. Hand position was maintained in the
transverse plane by forces generated by the robot that resisted any
vertical movement. These forces were implemented by applying a

one-dimensional spring �500
N

m� and a damper �5
N·s

m � above and

below the plane. The update rate of the control loop was 1,000 Hz.

Task

A trial was initiated when the participants placed a yellow cursor
1.6 cm in diameter inside a white circle 2.6 cm in diameter, which was

defined as the start area. The cursor center position inside the white
circle specified the movement’s initial position. Participants were
required to keep the cursor within the start area for 1.5 s. When they
did so, a red target also 2.6 cm in diameter appeared on the screen at
a distance of 10 cm from the center of the start area along the sagittal
axis, instructing the participants to perform a fast-reaching movement
and to stop when they saw the cursor reach the target. The target
location was constant throughout the entire experiment and across
participants. The start area, the cursor, and the target were all dis-
played during the entire movement (Fig. 2A). Target reach time was
defined to be the moment when the center of the cursor was within the
target. Movements could be completed if the cursor reached the target
or passed the target’s y position. If movements were not completed
within 700 ms, they were considered completed at that time. After the
movement was completed, the target disappeared, and participants
were asked to return to the start area and to prepare for the appearance
of the next target.

After completion of each reaching movement, participants were
provided with an on-screen text as feedback based on movement
duration and accuracy. The purpose of this feedback was to equalize
movement durations and velocities as much as possible within and
between participants and to make the trajectories and the applied
forces consistent and suitable for averaging across trials and partici-
pants within a group. In experiment 1, we set a single range of
movement duration between 200 and 700 ms. In experiment 2, the
feedback on the movement duration served an additional purpose; it
enabled us to train participants to move at different velocities and to
test the generalization of adaptation of the applied perturbation from
slow to fast movements. We defined two trial types in experiment 2:
slow and fast. We set the ranges of movement duration for the slow
and the fast types to be 550–700 and 350–500 ms, respectively. To
inform participants about the required movement duration in each trial,
we set a different display background color for each type (slow: cyan;
fast: purple) and instructed them before the experiment to move accord-
ing to the displayed color. In both experiment 1 and experiment 2, for
movements where the cursor reached the target within the trial duration
range, the word “exact” was displayed. If participants passed the target’s
y position during this range, they were requested to “stop on the target.”
For movements where participants did not reach the target by the
maximum set duration, the words “move faster” were displayed. For
movements where participants reached the target in less than the mini-
mum set duration, the words “move slower” were displayed.

Protocol

Experiment 1. The experiment consisted of three sessions: baseline,
adaptation, and washout (Fig. 2B). In the baseline session (100 trials),
no perturbation was applied on the hand of the participant. In the
adaptation session (200 trials), the participant experienced a velocity-
dependent force field in which a force was applied in the rightward
direction with a magnitude linearly related to the forward-backward
velocity. The washout session (100 trials) was similar to the baseline
session and was without perturbations. Forty-five (�11%) trials (5
trials during baseline, 25 during adaptation, and 15 during washout)
were force channel trials. Force channel trials were similar to other
trials in the sense that the participants did not receive different
instructions; however, in these trials, the haptic device constrained
participants’ movement by enclosing the straight path between the
center of the cursor at trial initiation and the end location within
high-stiffness virtual walls (Gibo et al. 2014; Scheidt et al. 2000). The
virtual walls were implemented by applying a one-dimensional spring

�500
N

m� and a damper �5
N·s

m � around the channel. Although we

could not achieve a perfectly straight path in force channel trials,
maximum perpendicular displacement from a straight line to the target
was kept below 0.77 cm and averaged 0.10 cm in magnitude (con-
sidering all the force channel trials in the experiment). The virtual
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walls served the dual purpose of preventing lateral motions and
measuring lateral forces that the participant applied during the reach.
We refer to these forces as the actual forces. The rationale for this
paradigm was that if participants have an internal model of the
perturbing forces and a representation of the forces that they have
to apply to be able to reach the target properly, and if this internal
model is adapted to the new environment containing a lateral force
perturbation, it should be reflected in the forces that they apply on
the force channel as a mirrored profile of the representation of the
perturbation (Gonzalez Castro et al. 2014; Joiner and Smith 2008;
Scheidt et al. 2000). The force channel trials were presented in a
pseudo-random and predetermined order that was identical across
participants in all the groups of this experiment.

The participants were assigned randomly to three groups: group ND
(N � 10), group D70 (N � 10), or group D100 (N � 10). The groups
were different from each other in the forces that the participants
experienced during the adaptation session (Fig. 2B). Group ND adapted
to a nondelayed force field, in which the applied force perturbation,
fNoDelay�t�, was temporally aligned with their hand velocity, ẋ�t�:

fNoDelay(t) � BPert · ẋ(t), (1)

where BPert � �0 bPert

0 0 �; bPert � 60N·ms�cm, and since move-

ments were executed in a two-dimensional plane x,y, fNoDelay�t� �

�fx
NoDelay�t�

fy
NoDelay�t� � and ẋ�t� � �ẋ�t�

ẏ�t� �. Group D70 and group D100 adapted to

a delayed force field, in which the applied force perturbation,
fDelay70�t� in group D70 and fDelay100�t� in group D100, was pro-
portional to the movement velocity either 70 or 100 ms before time
t, respectively:

fDelay(t) � BPert · ẋ(t � �), (2)

where for group D70, � � 70 ms and fDelay70�t� � fDelay�t�, and for
group D100, � � 100 ms and fDelay100�t� � fDelay�t�. Similarly to the

nondelayed case, fDelay�t� � �fx
Delay�t�

fy
Delay�t� � and ẋ�t � �� � �ẋ�t���

ẏ�t��� �.

Fig. 2. Experimental setup and protocols. A: an
illustration of the experimental task; the seated
participants held the handle of a Phantom Pre-
mium 1.5 haptic device (Geomagic). A screen
that was placed horizontally covered the hand
and displayed the task scene. Participants con-
trolled the movement of a cursor (yellow dot)
and performed reaching movements from a
start location (white dot) to the target (red dot).
B: experiment 1; schematic display of the ex-
perimental protocol. The experiment was com-
posed of 3 sessions. During the baseline ses-
sion (100 trials), no perturbation was applied;
during the adaptation session (200 trials),
reaching movements were perturbed with a
velocity-dependent force field; and during the
washout session (100 trials), the perturbations
were removed. Three groups of participants
performed the experiment, and each experi-
enced different perturbations throughout the
adaptation session. Movements of group ND
participants were perturbed with a nondelayed
velocity-dependent force field (blue bar), and
movements of group D70 and group D100
participants were perturbed with a 70- (yellow
bar) and 100-ms (red bar) delayed velocity-
dependent force field, respectively. Green bars
represent force channel trials that appeared
pseudo-randomly in �11% of the trials. Dur-
ing force channel trials, high-stiffness forces
were applied by the haptic device that con-
strained the hand to move in a straight path,
thus making it possible to measure the lateral
forces applied by the participants. C: experi-
ment 2; protocol. During the baseline session
(100 trials), no perturbation was applied, and
participants were trained to reach in 2 velocity
ranges: either slow or fast. During the adapta-
tion session (200 trials), movements were per-
turbed with a 70-ms delayed velocity-depen-
dent force field, and participants were only
presented with the slow-reaching type trials.
Light blue bars represent force channel trials,
during which participants were requested to
move in the slow type. The generalization
session (100 trials) consisted of only force
channel trials that were pseudo-randomly al-
ternated between the slow and the fast (purple)
type.
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Due to the update rate of the control loop (1,000 Hz), during the
nondelayed case, there was a delay of 1 ms in the force feedback. The
experimentally manipulated delay in the delay conditions was added
on top of this delay.

Experiment 2. One group of volunteers, group D70_SF (N � 8),
participated in experiment 2. The experiment consisted of three sessions:
baseline, adaptation, and generalization (Fig. 2C). In the baseline session
(100 trials), no perturbation was applied on the participant’s hand. The
baseline session started with 20 slow-type trials, followed by 20 fast-type
trials. In the remaining 60 trials of the session, the slow and fast types
were presented in equal number in a pseudo-random and predetermined
order that was identical across the participants. In the adaptation session
(200 trials), the participant experienced a 70-ms delayed velocity-depen-
dent force field [fDelay70�t�] in the right direction. All of the trials in the
adaptation session were of the slow type. Twenty-nine trials (�10% of
the total number of trials of both the baseline and adaptation sessions: 4
during baseline and 25 during adaptation) were force channel trials, all
of them of the slow type. To examine the generalization of adaptation
to the delayed force perturbation from slow to fast movements, the
generalization session (100 trials) consisted of only force channel
trials of both slow- and fast-type trials (Joiner et al. 2011). The slow
and fast trials were evenly split in each set of 10 consecutive
generalization trials and were presented in a pseudo-random and
predetermined order that was identical across the participants.

Data Collection and Analysis

Haptic device position, velocity, and the forces applied were
recorded throughout the experiment and sampled at 200 Hz. They
were analyzed offline using custom-written MATLAB code (The
MathWorks, Natick, MA). To calculate acceleration, the velocity was
numerically differentiated and filtered using the MATLAB function
filtfilt() with a second-order low-pass Butterworth filter with a cutoff
frequency of 10 Hz. For purposes of data analysis, we defined
movement onset and movement end time as the first time the velocity
rose above and decreased below 5% of its maximum value, respec-
tively. The analysis included the data from 100 ms before movement
onset to 200 ms after movement end time.

Adaptation Analysis

To assess adaptation, we calculated the positional deviation from
all of the trials that were not force channel trials and the adaptation
coefficient at force channel trials subsequent to force field trials. We
calculated the positional deviation as the maximum lateral displace-
ment (perpendicular to movement direction). A positional deviation to
the right was defined as positive, and a positional deviation to the left
was defined as negative. A large positional deviation indicates that the
movement was not straight. We calculated the adaptation coefficient
� as the slope of the linear regression between the actual force that the
participants applied during a force channel trial n, fActual

�n� , and the
perturbation force during the preceding force field trial n � 1, fPerturb

�n�1� ,
as calculated from the velocity trajectory (Eqs. 1 and 2):

fActual
�n� � fPerturb

�n�1� · � � � � �. (3)

Both fActual
�n� and fPerturb

�n�1� are Ns � 1 column vectors for Ns sampled
data points. � is the intercept of the regression line and 	 the residual
error minimized by the regression procedure. Our rationale for this
metric was that since reduction in the positional deviation throughout
adaptation to a lateral force field can be achieved by various strategies
(for example, by increasing arm stiffness), it does not necessarily
imply the existence of an internal representation of the perturbation.
Rather, the adaptation coefficient indicates that a representation is
most likely formed when there is an increasing correlation between
the actual forces and the perturbing forces. Thus, during the early
stages of adaptation, before an internal representation of the force field

has formed, the correlation between the perturbation and the actual
force participants apply on the force channel should be low (adapta-
tion coefficient close to zero). As participants adapt and improve their
compensation for the perturbation, the adaptation coefficient should
approach a value of 1 (Smith et al. 2006).

Representation Analysis

Local peaks of actual forces. To analyze quantitatively the shape of
the actual forces after adaptation to the different force perturbations,
we calculated the probability histograms of the number of force peaks
(local maxima) in the force trajectory of each single trial. In addition,
we calculated the probability histograms of the timing of the local
peaks in the actual force trajectories. We first filtered the actual forces
from each of the analyzed force channel trials with a second-order
low-pass Butterworth zero-lag filter, with a cutoff frequency of 10 Hz
implemented with the MATLAB function filtfilt(). We extracted the
number of peaks, their values, and their times within the movement
from each of the filtered actual force trajectories using the MATLAB
function findpeaks(). To exclude peaks that were not related to the
representation of the perturbations, and which probably resulted from
nonspecific force fluctuations, for each participant we calculated the
mean of the maximum applied forces from the force channel trials of
the baseline session and set it as the minimum height of a peak.

We calculated probability histograms of number of force peaks

in a single trial as P�j� �
Nt

j

N·Nt
; j � 1,2,3,4,5, where Nt

j is the

number of trials in which j peaks were detected (5 was the
maximum number of peaks in all the trials that were analyzed), N
is the number of participants in a group, and Nt � 10 is the number
of the trials per participant that were analyzed from the end of the
adaptation session.

To calculate the probability histograms of the timing of the local
actual force peaks within the movement, we segmented each actual
force trajectory into bins of 25 ms each. For each bin, we calculated
the probability defined as the number of peaks that were found in that
bin over trajectories and participants and divided it by the total
number of peaks found for all the trajectories and participants in the
group.

Primitives. We adhered to the assumption that the internal repre-
sentation of the environment forces during a single movement, fRep

�t�, is constructed from a linear combination of L movement primitives
pi�t� and that each primitive corresponds to a specific state variable:

fRep(t) � �
i�1

L

Cipi(t). (4)

For movements executed in a two-dimensional plane x,y, the

vectors fRep�t� � �fRepx�t�
fRepy�t�

� and pi�t� � �pix�t�
piy�t�

� are the represented

forces and primitive trajectories in both movement directions. The

matrix C � �cxx cxy

cyx cyy
� defines the gains of each primitive that

contributes to the representation of the force in each dimension (1st
subscript component) and for each dimensional component of the
movement (2nd subscript component). For example, the representa-
tion of nondelayed velocity-dependent force field was suggested to be
constructed from a linear combination of position and velocity prim-
itives (Sing et al. 2009), and accordingly, we can formulate such a
representation as follows:

fRep(t) � K · x(t) � B · ẋ(t), (5)

where K and B are the gain matrices of the position and velocity
primitives, respectively. Since in our experimental design the partic-
ipants were required to move in the y direction and the perturbation
was applied in the x direction, for each primitive we chose to estimate
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only the gain component cxy associated with the respective movement
and force dimensions. To simplify notations, we designate this gain
component as c in the general case. Thus, the internal representation
of the forces in the x direction, fRepx�t�, can be described as follows:

fRepx(t) � �
i�1

L

ci · piy(t), (6)

where piy(t) indicates the y direction trajectory of the ith primitive.
Here, we examined the possible contribution of four types of primi-
tives to the representation: position [y(t)], velocity [ẏ�t�], delayed
velocity [ẏ�t � ��] and acceleration [ÿ�t�], and we designate their gains
as k, b, b�, and m, respectively.

The actual lateral force that the participants applied during a force
channel trial, fActual, is a proxy for the representation of the forces in
the environment, fRepx�t� (Sing et al. 2009; Sing et al. 2013). There-
fore, to test the predictions in Fig. 1, and to assess which motor
primitives participants used to represent the experienced force pertur-
bation in experiment 1, we implemented a repeated-measures linear
regression analysis. We fitted a repeated-measures linear regression
model to the forces that were applied by the participants during a force
channel trial n of Ns sampled data points, fActual

�n� (Ns � 1), and various
combinations of motor primitives, namely, position, velocity, delayed
velocity, and acceleration, from the preceding force field trial n � 1.
We chose to fit the model using the primitives of the preceding
movements because the movement kinematics were slightly influ-
enced by the force channel. Specifically, we found that the velocity
trajectory during force channel trials was slightly skewed toward the
beginning of the movement, possibly due to an effect of a feedback
component. Therefore, to reduce such distortions as much as possible
in the trajectories that could be a result of an online control mecha-
nism, we chose to use the primitives from the preceding force field
trial for the regression. Each of the representation models tested was
defined as a specific weighted linear combination of the columns of
the movement primitives’ matrix P�n�1� with dimensions Ns � L
(where L is the number of movement primitives in a model). Each of
the columns of P�n�1� is one primitive variable [position y�n�1�,
velocity ẏ�n�1�, delayed velocity ẏ�

�n�1� and acceleration ÿ�n�1�] con-
structed from the trajectories of the trials that preceded each of the
force channel trials. The weights were determined by an L � 1 gains
vector �, which consists of a combination of one or more of the gains,
designated as 
, �, ��, and �, associated with each primitive in the
model. For example, for a model consisting of only the position and
velocity primitives, P�n�1� is the Ns �2 matrix 	y�n�1� ẏ�n�1� 
, and the

corresponding � is a 2 � 1 vector �


� �.

For each representation model, the resulting force representation

estimation in trial n, a Ns � 1 column vector f̂Rep
�n� , was calculated as

f̂Rep
(n) � P(n�1) 
 � (7)

The primitives matrix P�n�1� in the regression analysis described in
Eq. 7 could consist of different types of state variables (position,
velocity, and acceleration), with each having specific units that were
also different from the force units. As a result, the gains in � had
noncomparable units. Thus, to assess the weighted contribution of
each primitive in a representation model, we calculated normalized
gains:

g
 �



qp
; g� �

�

qv
; g��

�
��

qv
; g� �

�

qa
, (8)

where g
, g�, g��
, and g� are the normalized gains of the position,

velocity, delayed velocity, and acceleration primitives, respectively.
The normalizing factors qp, qv, and qa were chosen to equate peak
perturbing forces between force fields that depend linearly on a single

state variable (Sing et al. 2009). qv � 60N·ms � cm was chosen to be
equal to the damping constant bPert (Eqs. 1 and 2) for all groups. To
determine the other normalizing factors, for each group, we estimated
the mean maximum velocity of all participants during force field trials

(group ND: vmax � 0.063
cm

ms
; group D70: vmax � 0.053

cm

ms
; group

D100: vmax � 0.043
cm

ms
) and approximated a mean maximum veloc-

ity-dependent perturbation force (group ND: fmax � bPert·vmax �
3.8 N; group D70: fmax � 3.2 N; group D100: fmax � 2.6 N). Because
participants were required to move a pmax � 10 cm distance (see
Protocol), equivalent position-dependent force fields that produce the

above peak forces would have an elasticity constant kPert �
fmax

pmax
.

Accordingly, we set qp � 0.38
N

cm
for group ND, qp � 0.32

N

cm
for

group D70, and qp � 0.26
N

cm
for group D100. Similarly, according

to the mean maximum acceleration (group ND: amax �

6.81
10�4
cm

ms2; group D70: amax � 4.70
10�4
cm

ms2; group D100:

amax � 3.54
10�4
cm

ms2) as was estimated from the acceleration traces,

to produce the same amount of maximum force, an equivalent accel-

eration-dependent force field would have a mass mPert �
fmax

amax
. Thus,

we set qa � 5.6
103
N·ms2

cm
for group ND, qa � 6.8
103

N·ms2

cm
for

group D70, and qa � 7.3
103
N·ms2

cm
for group D100 (Sing et al.

2013).
The specific combinations of primitives that we considered as

models for the representation of the perturbing force field in each of
the ND, D70, and D100 groups are specified in Table 1. For the
models that included a delayed velocity primitive, for model simplic-
ity, we set the value of the delay to be consistent with the delay in the
perturbing force, 70 ms in group D70 and 100 ms in group D100 (see
DISCUSSION).

The duration and time course of the movement trajectories were
roughly similar within and between participants in each group and for
each required movement duration (experiment 2) so that no manipu-
lation (such as time scaling) of the data was necessary to make the
force trajectories and the primitives consistent and suitable for aver-
aging across trials and participants within a group. To determine the
lower cutoff of the duration of the trials that were used for the analysis
(force channel trials and each of the preceding force field trials), we
calculated the 10th percentile of the trial durations for each group
(ND: 545 ms; D70: 585 ms; D100: 610 ms; D70_SF: 560 ms). Trial
pairs (successive force field and force channel trials) in which at least
one trial was completed faster were removed from the analysis (5.6%
of the trial pairs from the overall adaptation trial pairs of all three
groups in experiment 1 and 2.3% from the group in experiment 2). To
equalize the duration of the displayed trajectories between groups, we
used the minimum cutoff duration of the three groups (545 ms).

We used the Bayesian Information Criterion (BIC) (Schwarz 1978)
to compare the representation models based on their goodness of fit
and parsimony:

BIC � d 
 ln(T) � 2 
 LogL , (9)

where d is the number of predictors associated with the linear
regression for each representation model, T is the number of obser-
vations, and LogL is the logarithm of the optimal likelihood for the
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regression model (a smaller value of BIC indicates a better model).
The comparison of the representation models was done separately for
each group.

For experiment 1, we first conducted this analysis on the last 10
pairs of successive force field and force channel trials in the adapta-
tion session, which were all pooled into a single regression model. We
ran the analysis on the entire data set from these trials, combining the
actual forces and primitives from each pair in the same regression
model and extracting the goodness of fit (r2) and a single BIC value
for each model (Table 1). Then, to examine the trial-to-trial dynamics
of the different primitives’ normalized gains throughout the experi-
ment, for the best models in each of the groups, we recalculated the
regression separately for each force field-force channel trials pair in
the experiment. For the latter analysis, we eliminated trials in which
we identified high multicollinearity between the primitives. Multicol-
linearity in a regression analysis occurs when there is a high correla-
tion between predictors in the model, which limits our capability to
draw conclusions about the contribution of each predictor in account-
ing for the variance. To evaluate multicollinearity, for each participant
and for each force field-force channel trials pair, we calculated the
variance inflation factor (VIF) of the model primitives. Trial pairs in
which the VIF was �10 were removed from the analysis (3.9% of trial
pairs overall from all three groups) (Myers 1990). Importantly, these
trials were removed only for the presentation of the trial-to-trial
dynamics of the different primitives’ normalized gains, such that all of
the conclusions that were drawn about the fit of the different repre-
sentation models are also valid without the elimination of these trials.

We compared the normalized gain of the velocity primitive (g�)
from the position/velocity representation model in group ND to the
normalized gains of the delayed velocity primitive (g��

) from the
position/velocity/delayed velocity representation model in groups
D70 and D100 during the end of the adaptation. To do so, we
calculated the regression again, this time separately for each partici-
pant for each of the last 10 force field-force channel trial pairs in the
adaptation. We then averaged the resulting normalized gains from
these trials for each participant.

For experiment 2 (group D70_SF), we performed the primitives
analysis on the last 10 pairs of successive force field and force channel
trials in the adaptation session, which were all pooled into a single
repeated-measures regression model (similar to the analysis for ex-
periment 1). We first examined the fit of the position/velocity/accel-
eration and the position/velocity/delayed velocity. However, we were
limited in revealing the contributions of the acceleration and delayed
velocity primitives from these fits due to their similarity to the
position primitive (see RESULTS). Thus, we focused on examining the
respective representation models that did not include the position
primitive, namely, the velocity/acceleration and the velocity/delayed
velocity models. To examine the generalization of the fits across
velocities and experimental sessions, for each model, we extracted the
primitives’ normalized gains from late adaptation trials and then
tested their ability to predict the trajectories of the slow and fast trials

in the early generalization stage. Thus, we constructed the predicted
generalization forces for each movement velocity as the sum of the
primitives multiplied by the gains from the models that were fitted to
the adaptation trials. Because of the natural decay in the actual forces
following adaptation (Joiner et al. 2011), the predicted forces during
the early generalization stage were expected to be smaller than the
actual forces during late adaptation for the same movement speed.
Therefore, we evaluated the decay in our prediction. We calculated
the ratio of the mean maximum velocity (vmax

Adapt) to the mean maximum
actual force that the participants applied during late adaptation

(fmax
Actual_Adapt) as bGener �

fmax
Actual_Adapt

vmax
Adapt . Then, we calculated the ideal

maximum actual force that participants would apply during early
generalization if there was no decay (fmax

Ideal_Gener) from the mean
maximum velocity (vmax

Gener) of each of the slow and fast trials (first 5
trials for each velocity in the generalization session): fmax

Ideal_Gener �

bGener·vmax
Gener. Finally, we estimated the decay factor (fdecay) as

fdecay �
fmax

Actual_Gener

fmax
Ideal_Gener , where fmax

Actual_Gener is the mean maximum actual

force during early generalization. As a result of this calculation, when
calculating the predicted generalization forces, we set decay factors of
fdecay
Slow � 0.52 and fdecay

Fast � 0.65 for the slow and fast trials,
respectively.

Statistical Analysis

Statistical analyses were performed using custom-written MAT-
LAB functions, the MATLAB Statistics Toolbox, and IBM SPSS.

We used the Lilliefors test to determine whether our measurements
were distributed normally (Lilliefors 1967). In the repeated-measures
ANOVA models, we used Mauchly’s test to examine whether the
assumption of sphericity was met. When it was not, F-test degrees of
freedom were corrected using the Greenhouse-Geisser adjustment for
violation of sphericity. We denote the P values that were calculated
using these adjusted degrees of freedom as P	. For the factors that
were statistically significant, we performed planned comparisons and
corrected for familywise error using the Bonfferoni correction. We
denote the Bonfferoni-corrected P values as PB.

For the adaptation analysis, we first examined whether there were
differences in the positional deviation between stages of the experi-
ment. We evaluated the mean positional deviation of four force field
trials for each participant at the following stages of the experiment:
late baseline, early adaptation, late adaptation, and early washout. We
fit a two-way mixed effects ANOVA model, with the mean positional
deviation as the dependent variable, one between-participants inde-
pendent factor (group: 3 levels; ND, D70, and D100), and one
within-participants independent factor (stage: 4 levels; late baseline,
early adaptation, late adaptation, and early washout). Mauchly’s test
indicated a violation of the assumption of sphericity for the statistical

Table 1. Evaluation of the goodness-of-fit with the correlation coefficient (r2) and BIC for the representation models that were examined
in each group according to the actual forces at the end of the adaptation session

Representation Model

Group

ND D70 D100 D70_SF

r2 BIC (� 104) r2 BIC (� 104) r2 BIC (� 104) r2 BIC (� 104)

v (t) 0.714 1.71 0.417 2.37 0.208 2.01 0.284 1.55
p (t), v (t) 0.732 1.65 0.648 1.80 0.468 1.58 0.459 1.30
v (t � �) 0.682 1.68 0.457 1.59 0.398 1.39
p (t), v (t � �) 0.699 1.63 0.476 1.56 0.430 1.35
p (t), v (t), a (t) 0.727 1.53 0.507 1.51 0.468 1.30
p (t), v (t), v (t � �) 0.768 1.34 0.574 1.34 0.476 1.28

BIC, Bayesian information criterion. Values of r2 closer to 1 and smaller values of BIC indicate a better model (values in bold).
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analysis on the mean positional deviation in experiment 1 [�2�5� �
56.858,P � 0.001]; thus, we applied the Greenhouse-Geisser correc-
tion factor (	̂ � 0.466) to the degrees of freedom of the main effect
of the experiment stage and to the group-stage interaction effect.

To analyze adaptation according to positional deviation in group
D70_SF (experiment 2), we fit a one-way repeated-measures ANOVA
model, with the mean positional deviation as the dependent variable
and one within-subjects independent factor (stage: 3 levels; late
baseline, early adaptation, and late adaptation). Mauchly’s test indi-
cated a violation of the assumption of sphericity [�2�2� � 18.703, P �
0.001]; thus, we applied the Greenhouse-Geisser correction factor
(	̂ � 0.511) to the degrees of freedom of the main effect of the
experiment stage.

The second analysis of adaptation was done to test for an increase
in the adaptation coefficient between the early and late stages of
adaptation. We first computed for each participant the adaptation
coefficient � (Eq. 3) for each of the force channel-preceding force
field trial pairs in the adaptation session and averaged these values
separately for the first (early adaptation) and the last (late adaptation)
five trials of adaptation. After a Lilliefors test for normality, we fit a
two-way mixed effect ANOVA model, with � as the dependent
variable, one between-participant independent factor (group: 3 levels;
ND, D70, and D100), and one within-subject independent factor
(stage: 2 levels; early adaptation and late adaptation). For group
D70_SF, we used a two-tailed paired-samples t-test to compare the
mean adaptation coefficient during the early adaptation and late
adaptation stages.

To compare the movement durations during the end of the adap-
tation session between the groups, we fit a one-way ANOVA model
with the movement duration as the dependent variable and the group
as the independent factor (3 levels; ND, D70, and D100).

To compare the normalized gain of the velocity primitive (g�) from
the position/velocity representation model in group ND to the nor-
malized gain of the delayed velocity primitive (g��

) from the position
velocity/delayed velocity representation model in groups D70 and
D100 during the end of the adaptation, we fit a one-way ANOVA
model, with the respective normalized gain as the dependent variable
and the group as the independent factor (3 levels; ND, D70, and
D100).

To compare the mean maximum velocity of the movements in
force channel trials during the late adaptation stage of group D70 to
group D70_SF, we used a two-tailed independent-sample t-test.

Throughout the paper, statistical significance was set at the P �
0.05 threshold.

Data and Code Availability

The data presented in this manuscript and the computer codes that
were used to generate the results are available upon request from the
corresponding author.

RESULTS

Experiment 1

In experiment 1, participants performed fast reaching move-
ments from an initial location to a target presented in front of
them while holding a haptic device that recorded their move-
ments and applied forces that depended on the state of their
hand (Fig. 2A). After a baseline session during which they
moved with no external force perturbing their hand, we intro-
duced an adaptation session in which a velocity-dependent
force field was presented and persisted throughout the entire
session. During washout the perturbation was removed, and the
environment was as in baseline (Fig. 2B).

Participants adapted to both nondelayed and delayed veloc-
ity-dependent force perturbations by constructing an internal
representation of the environment dynamics. Figure 3 summa-
rizes the analysis of adaptation for group ND (blue), group
D70 (yellow), and group D100 (red). Figure 3A presents the
mean positional deviation of all trials that were not force
channel trials (the latter are indicated by the green bars) for
each of the three groups. The positional deviation was defined
as the maximum lateral displacement (perpendicular to move-
ment direction), with positive and negative signs for displace-
ments to the right and left, respectively. Individual movements
from non-force channel trials of a single participant from each
group are presented in Fig. 3A, top, at locations that correspond
to the experimental stage from which they were taken. In the
last trial of the baseline session, late baseline, participants’
movements were similar to a straight line. In the first trial of
the adaptation session, early adaptation, the movements were
disturbed by a velocity-dependent force to the right, resulting
in a deviation from a straight line in a direction corresponding
to the direction of the perturbation. In the last trial of the
adaptation session, late adaptation, participants recovered the
straight paths they exhibited during baseline. Finally, during
the first trial of the washout session, immediately after the
removal of the perturbations, early washout, participants from
all groups exhibited an aftereffect, i.e., a deviation from the
straight line in the opposite direction to the force field that was
applied.

These qualitative observations are also supported by a sta-
tistical analysis of the mean positional deviation from four
trials during each of the four experimental stages mentioned
above (Fig. 3C). For all three groups, the mean positional
deviation changed significantly throughout these stages [main
effect of stage: F(1.398, 37.747) � 97.580, P	 � 0.001]. It in-
creased considerably from late baseline to early adaptation as
a result of the initial exposure to the perturbation (PB � 0.001),
and as participants adapted, the mean positional deviation
decreased toward zero during late adaptation (PB � 0.001).
Immediately after the perturbation was removed during early
washout, the observed positional deviation became negative
and significantly different from both late adaptation (PB �
0.001) and late baseline (PB � 0.001), implying the existence
of an aftereffect. These results indicate that the participants
from all three groups adapted to the applied force fields.

The magnitude of the experienced delay in the force (0, 70
and 100 ms) did not affect the overall positional deviation
[main effect of group: F(2, 27) � 0.310, P � 0.736] or the
change in the positional deviation throughout the stages of the
experiment [stage-group interaction effect: F(2.796, 37.747) �
1.880, P	 � 0.153], suggesting that there was no difference in
the extent of adaptation between the groups.

On random trials, the haptic device applied a high-stiffness
attractor to a straight-line path (force channel trials; Fig. 2B).
These trials served to measure the actual forces that the
participants applied and to estimate the adaptation coefficient �
from the linear regression between each of these force trajec-
tories and the force trajectories that were applied by the haptic
device during the preceding force field trials (Eq. 3). If partic-
ipants update their internal representation of the external
forces, the value of this adaptation coefficient should increase
and approach 1 when participants adapt completely. In Fig. 3B,
the adaptation coefficients are presented against the sequential
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numbers of force channel trials in the adaptation session. For
all three groups, there was an increase in the adaptation
coefficient throughout the adaptation session. The mean adap-
tation coefficient during late adaptation was significantly higher
than during early adaptation [F(1,27) � 131.179, P � 0.001] and
was closer to 1 (Fig. 3D), indicating that participants learn to
apply lateral forces that oppose the perturbing forces. The mag-
nitude of the experienced delay in the force affected the change in
the mean adaptation coefficient from the early to late stages of
adaptation [stage-group interaction effect: F(2,27) � 5.170, P �
0.013] such that during late adaptation the mean adaptation
coefficient of group D100 was smaller than that of group ND
(P � 0.002) and group D70 (P � 0.010).

The adaptation analyses suggest that participants adapted to
both 70- and 100-ms delayed velocity-dependent force fields.
Both the existence of an aftereffect and the increase in the
adaptation coefficient indicate that this adaptation was the
result of an adaptive process that used a representation of
the external forces. However, the delay had an effect on
movement kinematics. By the end of the adaptation session, the
movement duration was longer for a higher delay [F(2, 27) �
12.047, P � 0.001 (means � SD); ND: 364 � 75.8 ms; D70:
396 � 72.6 ms; D100: 528 � 134 ms]. This could have
weakened the velocity-dependent perturbing force and may
account for the tendency toward decreased positional deviation
during both early adaptation and early washout (aftereffect)

Fig. 3. Experiment 1: adaptation to nonde-
layed and delayed velocity-dependent force
fields. A: time course of the peak positional
deviation averaged over all participants in
each group (group ND, blue; group D70, yel-
low; group D100, red). Vertical dashed gray
lines separate the baseline, adaptation, and
washout sessions of the experiment. Green
bars indicate force channel trials. Individual
movements of a single participant from each
group during a single non- force channel trial
from the late baseline (LB), early adaptation
(EA), late adaptation (LA), and early washout
(EW) stages of the experiment are presented
at top. B: time course of the average adapta-
tion coefficient during the adaptation session.
The adaptation coefficient represents the slope
of the regression line extracted from a linear
regression between the actual force partici-
pants applied during a force channel trial and
the applied perturbation force during the pre-
ceding force field trial. Shading represents the
95% confidence interval in both A and B. C:
mean positional deviation of four trials from 4
stages of the experiment (LB, EA, LA, and
EW) averaged over all participants in each
group. D: mean adaptation coefficient of the
first (EA) and last (LA) 5 trials pairs of adja-
cent force field and force channel trials of the
adaptation session. Error bars represent the
95% confidence interval. **P � 0.01; ***P �
0.001.
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with the increasing delay, although these effects were not
significant. In addition, the significantly smaller adaptation
coefficient for the D100 group during late adaptation suggests
that the delay partially impeded adaptation to the perturbation
and that the representation of the delayed force was not
complete.

The actual forces applied following adaptation to the de-
layed velocity-dependent force fields do not fully correspond to
the perturbations. To assess the way participants represented
the forces that they adapted to, we examined the actual forces
that participants exhibited at the end of the adaptation session
(Fig. 4). The mean actual force trajectory exhibited by the
group ND participants was roughly a scaled version of the
mean perturbation forces applied during the preceding force
field trials (Fig. 4A): the onset of the mean actual forces and
the time of its peak corresponded to the onset and the peak time
of the mean perturbation force, respectively; both trajectories
declined together after they reached their respective peak
(which was smaller for the mean actual forces trajectory). For
the participants in both groups D70 and D100 (Fig. 4, D and
G), the onset of their mean actual forces occurred before the
onset of the mean perturbation forces, similar to the time

within the movement in which the onset of the mean actual
forces of group ND participants occurred. However, the peak
of their mean actual forces corresponded to the time in which
the mean of the perturbation forces for each of these groups
(which is a scaled version of the delayed velocity) reached its
maximum value. Furthermore, the mean actual forces in both
groups did not return to zero. In the mean actual force of group
D70, the decrease in the mean actual forces becomes less steep,
resulting in a “tail” when approaching the end of the movement
(Fig. 4D, left).

A closer examination of each participant’s mean actual
forces at the end of the adaptation (Fig. 4, A, D, and G, right)
revealed a degree of interparticipant variability in the shape of
the force trajectories. However, whereas the forces applied by
group ND consisted of a single distinct peak, the forces applied
by group D70 and group D100 participants consisted of at least
two peaks. We quantitatively analyzed the shape of the actual
forces following adaptation to the different force perturbations
to verify the existence of multiple peaks within a single
trajectory. This analysis revealed that for all of the actual force
trajectories at the end of adaptation in group ND (Fig. 4B), the
highest probability was to find a single peak in the actual force

Fig. 4. Experiment 1: actual forces at the end of adaptation. A, D, and G, left: mean perturbation trajectories (solid lines) and mean actual forces (dashed lines)
of all of the participants in each group; group ND (A), group D70 (D), and group D100 (G). The forces depicted are the actual forces that participants applied
during the last 10 force channel trials of the adaptation session to cope with the applied perturbations presented in the preceding force field trials. Shading
represents the 95% confidence intervals. A, D, and G, right: mean actual forces for each participant from the group on the left. B, E, and H: histograms depict
the probability distributions of the number of local peaks in the actual force trajectories from late adaptation [ND (B), D70 (E), and D100 (H)]. C, F, and I:
distributions of the times of local peaks in the actual force trajectories [ND (C), D70 (F), and D100 (I)].
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trajectory [P(1) � 0.44]. For group D70 (Fig. 4E) and group
D100 (Fig. 4H), the probability of the actual force trajectories
with a single peak was lower [D70: P(1) � 0.25; D100:
P(1) � 0.12], and was the highest for the actual force trajec-
tories that consisted of two peaks [D70: P(2) � 0.51, D100:
P(2) � 0.37]. The histograms of the timing of the local peaks
in the actual force trajectories showed that one of the them,
usually the dominant peak, occurred around the time of the
peak perturbation (which was 70 or 100 ms after the peak of
the velocity trajectory), and the other occurred before it and
closer to the time of the peak perturbation in group ND (which
corresponds to the peak of the current velocity trajectory) (Fig.
4, C, F, and I).

These results indicate that unlike in adaptation to nonde-
layed velocity-dependent force fields, the actual forces that
participants applied to cope with the delayed force fields only
partially corresponded to the applied perturbation. Although
there seemed to be a component in the actual forces that
matched the perturbing force, at least one additional compo-
nent was present that did not directly relate to the perturbing
force.

The representation of the delayed velocity-dependent force
perturbations can best be reconstructed by using a combina-
tion of current position, velocity, and delayed velocity
primitives. To evaluate the fit of different representation mod-
els with the actual forces, we calculated a repeated-measures
linear regression between the forces that were applied by the
participants during force channel trials from the end of the
adaptation session and various combinations of motor primi-
tives, position, velocity, delayed velocity, and acceleration,
from the respective preceding force field trials. As mentioned
above, the movement duration was different between groups;
namely, the durations of the movements from these trials
increased with the increasing delay. Nevertheless, since dura-
tions were similar within participants and between participants
within each group, we did not apply time normalization when
averaging the results across trials and participants within a
group.

Our evaluation of the ability of different combinations of
motor primitives to explain the internal representation of the
nondelayed and delayed velocity-dependent force fields is
presented in Table 1. The closer the r2 is to 1, and the smaller
the value of BIC, the better the model explains the actual forces
that the participants applied at the end of the adaptation
session. Consistent with previous studies (Sing et al. 2009;
Yousif and Diedrichsen 2012), the actual forces applied by the
participants in group ND are best fitted by a representation
model based on current position and velocity primitives (Fig.
5A) with a large, positive normalized gain for the velocity
primitive and a small positive normalized gain for the position

primitive than a model based solely on a velocity primitive
(Table 1).

This was not the case for the D70 and D100 groups. The
qualitative evaluation of the mean actual forces trajectory (Fig.
4) suggests that a model based on current position and velocity
or on current position and delayed velocity would not be able
to account satisfactorily for the representation of the delayed
velocity-dependent force fields. An examination of these mod-
els (Fig. 5, B–E) and their goodness-of-fit evaluation (Table 1)
supports this observation. The current position and velocity
model failed to capture the shifted peak in the actual forces
(Fig. 5, B and C), and the current position and delayed velocity
model failed to capture the early initiation of forces (Fig. 5, D
and E). This suggests that participants did not represent the
delayed velocity-dependent force field through a combination
of position and either current or delayed velocity primitives
alone.

Next, we examined whether a representation model that
included a current position primitive and a state-based approx-
imation of the delayed velocity, using current velocity and
acceleration, could provide a better fit for the performance of
group D70 and group D100 participants. This model was
characterized by a better fit than the representation models
mentioned above (Table 1), but an examination of the repre-
sentation model’s trajectories showed that they still did not
coincide with the actual forces very well, especially in the case
of the larger delay (Fig. 5, F and G).

We tested an additional simple model that combined current
position and velocity as well as delayed velocity movement
primitives (Fig. 5, H and I). The components of this combina-
tion yielded a representation model that more closely resem-
bled the prominent features of the actual force trajectory than
any other model of similar complexity, as evidenced by the r2

and BIC values in Table 1, as well as a visual examination of
Fig. 5, H and I. The mean onset of the actual force trajectory
was close to the mean onset of the velocity trajectory. The time
of the peak of the trajectory was similar to the time in which
the delayed velocity trajectory reached a maximum value.
Finally, the force tail at the end of the movement hints at the
involvement of a position component, although this may have
also arisen from feedback. This model appears to provide the
best fit to the actual forces that group D70 and group D100
participants applied during force channel trials at the end of the
adaptation session (out of all the models we tested in this
study) while remaining attractive due to its simplicity. Note,
however, that a closer examination of Fig. 5, H and I, reveals
that this model does not match the applied forces accurately.
We delve into the potential sources of discrepancies and
additional, more complex alternative models in the DISCUSSION.

Fig. 5. Experiment 1: actual forces and fitted representation models. The representation models were constructed according to different combinations of motor
primitives. A: the actual forces applied by group ND participants are well fitted by a representation model (solid dark blue line) based on position (dotted orange
line) and velocity (dotted green line) movement primitives; bar plots present the normalized gain of each primitive estimated from the linear regression between
the actual forces and the combination of specific primitive. B–E: the actual forces that were applied by both group D70 (B and D) and group D100 (C and E)
only poorly correspond to either a representation model (solid brown lines and solid dark red lines, respectively) based on current position and velocity movement
primitives (B and C) or a model based on position and delayed velocity (dotted dark blue lines) movement primitives (D and E). F–I: a representation model
based on current position, velocity, and acceleration (dotted purple lines) movement primitives shows a better fit to the actual forces of group D70 and group
D100 participants (F and G), but a representation model based on current position and velocity and delayed velocity movement primitives provides the best fit
(H and I) (compared with the other models that we tested). Shading and error bars represent the 95% confidence intervals. Dots represent primitive gains of
individual participants.

2120 REPRESENTING DELAY WITH CURRENT AND DELAYED STATES

J Neurophysiol • doi:10.1152/jn.00347.2017 • www.jn.org

Downloaded from www.physiology.org/journal/jn (005.028.157.149) on April 10, 2019.



2121REPRESENTING DELAY WITH CURRENT AND DELAYED STATES

J Neurophysiol • doi:10.1152/jn.00347.2017 • www.jn.org

Downloaded from www.physiology.org/journal/jn (005.028.157.149) on April 10, 2019.



The gain of the delayed velocity primitive evolves through-
out adaptation to delayed velocity-dependent force
perturbations. To examine the dynamics of the forming of the
internal representation for the nondelayed and both the delayed
velocity-dependent force fields, after choosing the best candi-
date representation model from each group, we calculated the
normalized gain of each primitive in these models in each force
channel trial. The time course of the evolution of these nor-
malized gains throughout the baseline, adaptation, and washout
sessions of the experiment is depicted in Fig. 6.

Consistent with the fact that participants did not experience
external perturbing forces during baseline, in the last force
channel trial in baseline, in group ND (Fig. 6A), group D70
(Fig. 6C), and group D100 (Fig. 6E), the normalized gains of
the current position and velocity primitives were close to zero,
as well as the normalized gain of the delayed velocity primitive
in both the delay groups. For all groups, the first force channel
trial of the adaptation session appeared after a single force field
trial was presented. After experiencing the perturbation for the
first time, group ND participants (Fig. 6, A and B) applied a
force that reflected an initial representation consisting of a
small contribution of both position and velocity primitives with
similar normalized gains. Since the perturbing force depends
linearly on the velocity, throughout adaptation, there was a
sharp increase in the velocity normalized gain (Fig. 6A, green
triangles; Fig. 6B, ordinate) in parallel with a slight decrease in
the position normalized gain (Fig. 6A, orange circles; Fig. 6B,
abscissa).

In groups D70 and D100 (Fig. 6, C–F), participants started
with a similar initial representation consisting of position and
velocity normalized gains that were similar to group ND and
with no contribution of a delayed velocity primitive. Similar to
group ND, the position normalized gains decreased slightly
throughout adaptation (Fig. 6, C and E, orange dots; Fig. 6, D
and F, left and middle, abscissa). The normalized gains of the
velocity primitive (Fig. 6, C and E, green triangles; Fig. 6, D
and F, left and right, ordinate and abscissa, respectively)
increased slightly during early adaptation and then decreased
during late adaptation, such that their final value was similar to
that at the beginning. Importantly, in both group D70 and
group D100, the normalized gains of the delayed velocity
primitive increased (Fig. 6, C and E, dark blue squares; Fig. 6,
D and F, middle and right, ordinate). However, they did so
more slowly and reached values that were significantly smaller
than those of the velocity normalized gain in group ND [main
effect of group: F(2, 27) � 12.106, P � 0.001; ND-D70: PB �
0.003; ND-D100: PB � 0.001], which was likely due to the
remaining nondelayed velocity primitive in the representation.
There was no statistically significant difference between the
delayed velocity normalized gains of group D70 and group
D100 at the end of the adaptation (PB � 1.000), suggesting that
the weighted contribution of the delayed velocity primitive to
the representation was not influenced by the delay magnitude.

During washout, the position and velocity normalized gains
of group ND showed an early decay response to the removal of
the perturbation (Fig. 6A) and then came close to zero in the
last force channel trial of the session. In groups D70 and D100,
the position and velocity normalized gains exhibited a similar
immediate response to that of group ND (Fig. 6, C and E) and
eventually approached zero. Interestingly, the delayed velocity
normalized gains of both the delay groups remained similar to

their mean values at the end of adaptation and even showed a
slight increase from the first to the second force channel trials
of the washout session. Only then did it drop to a smaller value
until approaching zero at the end of the session.

Experiment 2

Generalization of adaptation to a delayed force field from
slow to fast movements: support for an internal representation
of a delayed velocity-dependent force field as a combination of
current position, velocity, and delayed velocity primitives. In
experiment 1, we showed that the representation model con-
structed from position, velocity, and acceleration primitives
provides a relatively good fit to the actual forces of group D70
participants and that its predicted trajectory is quite similar to
that of the position, velocity, and delayed velocity representa-
tion model (Fig. 5, F and H). Compared with group D70, the
actual forces that group D100 participants applied exhibit
clearer dual-peak trajectories (Fig. 4, D and G). These two
peaks are likely associated with the current and delayed veloc-
ity primitives that are better separated in time. However, based
on experiment 1, it is impossible to reject the hypothesis that
the clearly distinct delayed velocity primitive was specific to
adaptation to a larger delay. Therefore, it remains unclear
whether the actual forces that counteracted the 70-ms delayed
velocity-dependent force field were the result of a representa-
tion composed of current state primitives or a combination of
current and delayed primitives. In addition, it remains unclear
whether a representation formed at a particular velocity can
generalize to a different velocity.

To address these two open questions, we designed experi-
ment 2 as a generalization study to a faster velocity. The
predictions of the actual force trajectories during generalization
to a faster velocity are different for a representation model
composed of position, velocity, and acceleration and a model
composed of position, velocity, and delayed velocity (Fig. 7).
We simulated the actual forces applied following adaptation to
70-ms delayed velocity-dependent force fields for both the
position/velocity/acceleration (Fig. 7, top) and the position/
velocity/delayed velocity (Fig. 7, bottom) representation mod-
els during slow (Fig. 7, left) and fast movements (Fig. 7, right).
We determined the gain of each primitive in our simulation
based on their relative contribution in the representation anal-
ysis of group D70 in experiment 1 (Fig. 5, F and H). The
simulation results showed that during slow movements, the
actual force predicted by the position/velocity/acceleration
model was similar to the actual force predicted by the position/
velocity/delayed velocity model (Fig. 7, solid light blue lines).
However, the same representations predicted considerably dif-
ferent actual force trajectories during fast movements (Fig. 7,
solid purple lines). The position/velocity/acceleration represen-
tation predicted a trajectory with a small initial decrease in the
actual force, followed by a steep increase with a single peak.
The position/velocity/delayed velocity representation predicted
an actual force trajectory that had two positive peaks corre-
sponding to each of the velocity primitives.

In experiment 2, we tested experimentally how constructing
a representation of the 70-ms delayed velocity-dependent force
field while executing slow movements would generalize to
faster movements. In this experiment, a group of participants
(group D70_SF) performed the same task as they did in
experiment 1, but under a modified protocol (Fig. 2C). During
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baseline, participants moved with no external force perturbing
their hand, and we trained them to reach the target within two
different duration ranges by moving either at low (slow) or
high speed (fast). A different display background color sig-
naled the required movement speed. During adaptation, a
velocity-dependent force field was presented and persisted
throughout the entire session (with the exception of the force
channel trials). All the trials in the adaptation session were
of the slow type. The applied force influenced the positional
deviation of the participants (Fig. 8A), which changed sig-
nificantly throughout the late baseline, early adaptation, and
late adaptation stages of the experiment [main effect of
stage: F(1.023, 7.159) � 12.933, P	 � 0.008]. There was an

increase in the positional deviation from late baseline to
early adaptation as a result of the sudden introduction of the
perturbation (PB � 0.017). With repeated exposure to the
force, the positional deviation decreased (PB � 0.046) and
declined toward zero during late adaptation. These results
suggest that group D70_SF participants adapted to the
delayed force field.

Similarly to experiment 1, in experiment 2 we also included
force channel trials that were presented randomly throughout
the baseline and the adaptation sessions. All the force channel
trials in these sessions were of the slow type, and they served
to measure the actual forces that participants applied to coun-
teract the perturbations. The increase in the adaptation coeffi-

Fig. 6. Experiment 1: the dynamics of movement primitives’ normalized gains. The gains are presented for the models that best explain the actual force patterns
that each group exhibited during the force channel trials. A: time course of the normalized position (orange dots) and velocity (green triangles) gains throughout
the experiment for group ND. Shading represents the 95% confidence interval. Vertical dashed gray lines separate the baseline, adaptation, and washout sessions
of the experiment. The color gradient bar represents the progression of force channel trials from early (dark blue) to late (light blue) adaptation. B: the normalized
gains from the adaptation session in A are plotted in a position/velocity normalized gain space. Each dot represents the primitives’ gain combination in each trial,
and the color codes represent the trial number. C and E: time course of the position, velocity, and delayed velocity (dark blue squares) normalized gains
throughout the experiment for group D70 (C) and group D100 (E). D and F: normalized gains from the adaptation sessions in C and E, respectively, are plotted
in position/velocity (left), position/delayed velocity (middle), and velocity/delayed velocity (right) normalized gain spaces.
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cient throughout the adaptation session (Fig. 8B) suggests that
the participants formed an internal representation of the per-
turbation; they exhibited a significantly higher mean adaptation
coefficient during late adaptation than during early adaptation
[t(7) � �2.691, P � 0.031].

To assess the way participants represented the forces they
adapted to, we examined the actual forces that they applied
during late adaptation (Fig. 8C). The mean actual force trajec-
tory exerted by group D70_SF participants in experiment 2 was
similar in shape to the mean actual force trajectory of group
D70 participants in experiment 1 (Fig. 4D). That is, the onset
of the mean actual forces occurred before the onset of the mean
perturbation forces, and the peak of the mean actual forces
corresponded to the time of the peak mean perturbation forces.
Because the duration span within which group D70_SF par-
ticipants were required to move during the adaptation session
was smaller than and within the upper range of the movement
duration span in group D70, they moved slower. The mean
maximum velocity of group D70_SF during late adaptation
(means � 95% CI, 33.234 � 2.707 cm/s) was significantly
lower than that of group D70 [53.025 � 3.952 cm/s, t(16) �
7.677, P � 0.001]; hence, overall perturbations and actual
forces were all downscaled.

To examine the generalization of adaptation to the delayed
force perturbation from slow to fast movements, the last
session (generalization) consisted only of force channel trials
of both slow- and fast-type trials (Joiner et al. 2011). We
included the slow force channel trials to compare the actual
forces during fast trials with the actual forces during slow trials
from the same experimental stage (early generalization). The
actual forces (both the group average and individual means)
during the slow trials in the early generalization stage (Fig. 8D)

showed long-duration trajectories, with an initial increase
around the onset of the actual forces during late adaptation
(Fig. 8C) and a peak mean force around the time of the peak
mean perturbation. This trajectory is consistent with the sim-
ulated actual force trajectory of both the position/velocity/
acceleration and the position/velocity/delayed velocity repre-
sentation models (Fig. 7, left, solid light blue lines). The actual
forces during the fast trials in the early generalization stage
(Fig. 8E) had clear dual-peak trajectories that were consistent
with the position/velocity/delayed velocity representation
model (Fig. 7, bottom right, solid purple lines). These results
suggest that the adaptation of the delayed velocity-dependent
force field can generalize to faster movements and that the
generalization pattern is consistent with a position/velocity/
delayed velocity representation rather than a position/velocity/
acceleration representation.

Further support for the use of a delayed velocity primitive
rather than an acceleration primitive comes from the evaluation
of the fit of the representation models to the actual forces that
participants applied during the late stage of adaptation (Fig.
9) and its generalization to slow and fast during the early
generalization stage (Fig. 10). The actual forces applied by
the participants in group D70_SF during the slow force
channel trial of late adaptation was better fitted by a posi-
tion/velocity/delayed velocity (r2 � 0.476, BIC � 1.28 �
104) than by a position/velocity/acceleration (r2 � 0.468,
BIC � 1.30 � 104) representation model. Note, however,
that this difference was quite small and was likely the result
of the inflation of the position primitive over the accelera-
tion and the delayed velocity primitives (Fig. 9, A and B).
Because during slow movements the velocity trajectory is
wide, the delayed velocity trajectory does not decline com-

Fig. 7. Predicted actual force during general-
ization to faster movements. During slow
movements (left), the predicted actual forces
(solid light blue lines) constructed according
to a position/velocity/acceleration representa-
tion model (top) are similar to the predicted
actual forces of a position/velocity/delayed
velocity representation model (bottom). Dur-
ing fast movements (right), the same position/
velocity/acceleration representation model
predicts substantially different actual force
trajectories (solid purple lines) than the actual
force trajectories predicted by the position/
velocity/delayed velocity representation mod-
el; in the former, there is an initial increase in
the actual force to the same direction toward
which the perturbing force is applied (a neg-
ative force), followed by a steep increase in
the opposite direction (a positive force),
whereas in the latter, the actual force trajec-
tories have 2 positive peaks.
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pletely by the end of the movement and becomes more
similar to the position trajectory. Therefore, the position
primitive can capture the delayed increase in the actual force
trajectory (Fig. 9B). This may also be why the absolute gain
of the acceleration primitive was very small (Fig. 9A). Thus,
we also examined representation models that do not include
the position primitive, namely velocity/acceleration and
velocity/delayed velocity representation models. Here, as in
the previous comparison, a representation model that in-
cluded the delayed velocity primitive provided a consider-
ably better fit to the actual forces (r2 � 0.420, BIC �
1.37 � 104) than a model that included the acceleration
primitive (r2 � 0.370, BIC � 1.44 � 104). The former

model was able to better account for the early rise in the
actual forces and the delayed force peaks than the latter
model (Fig. 9, C and D).

In addition, we tested the ability of the models that were
fitted to the late adaptation trials to predict the actual forces
in the early generalization stage. For the slow trials, both the
velocity/acceleration and velocity/delayed velocity models
provided similar predicted forces that resembled the actual
forces (Fig. 10, A and B). Importantly, for fast trials, the
models provided different predicted forces (Fig. 10, C and
D); although neither model captured the early rise in the
actual forces well, the velocity/acceleration model was
markedly worse in terms of fit because it predicted a

Fig. 8. Experiment 2: generalization to faster movements; adaptation results and actual forces. A: time course of the peak positional deviation averaged over all
of the participants in group D70_SF. Vertical dashed gray lines separate the baseline, adaptation, and generalization sessions of the experiment. Light blue and
purple bars indicate force channel trials. B: time course of the average adaptation coefficient during the adaptation session. C: mean perturbation trajectories (solid
pink line) and mean actual forces (dashed pink line) from the end of adaptation of all of the participants in group D70_SF (top). The mean actual forces for each
participant are presented at the bottom. D and E: mean actual forces of the first 5 slow (light blue; D) and fast (purple; E) trials in the generalization session
averaged over all of the participants in the group (top). The mean actual forces for each participant from each of these trial types are presented at the bottom.
Shadings represent the 95% confidence interval.
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negative dip in the force (resulting from the negative accel-
eration) that was clearly absent from the actual force tra-
jectory. Overall, the generalization from slow to fast move-
ments further strengthens our claim that a delayed velocity
primitive was used together with a current velocity primi-
tive to adapt to the delayed velocity-dependent force
perturbations.

DISCUSSION

To explore how internal models are formed in light of
sensory transmission delays, we examined the representation
of delayed velocity-dependent force perturbations. Consistent
with previous studies, participants adapted to delayed and
nondelayed perturbations similarly (Levy et al. 2010; Scheidt
et al. 2000). Interestingly, unlike in the nondelayed case where
the current position and velocity movement primitives pro-
vided a good fit to participants’ actual forces (Sing et al. 2009),
models based on the current position with the current or the
delayed velocity were insufficient to explain the forces applied
in the delayed case. Instead, among the models that we tested,
the best model consisted of current position, velocity, and
delayed velocity primitives. This representation also general-
ized to a higher velocity for which the delayed force field had
never been experienced.

Previous studies have made conflicting claims about delayed
feedback representations. On the one hand, when simultaneity
is disrupted during interactions with elastic force fields by
force feedback delays, stiffness perception is biased (Di Luca
et al. 2011; Leib et al. 2016; Nisky et al. 2010; Nisky et al.

2008; Nisky et al. 2011; Pressman et al. 2008; Pressman et al.
2007). This suggests that the brain does not employ a delay
representation that realigns the position signal with the delayed
force signal. On the other hand, humans can adapt to delayed
velocity-dependent force perturbations (Levy et al. 2010) and
adjust their grip force to a delayed load force during both
unimanual (Leib et al. 2015) and bimanual (Witney et al. 1999)
tool-mediated interactions with objects. By explicitly measur-
ing the forces that participants apply to directly counterbalance
delayed force perturbations by using force channels, we pro-
vide the first evidence of how delayed state information is
exploited for the control of arm movements and suggest that
this takes the form of a delayed velocity primitive together with
the current state information. We also quantitatively evaluated
the relative contribution of the current and delayed state prim-
itives in the representation, determined their evolution and
washout dynamics, and examined their generalization.

The vast majority of works exploring the processes by which
the sensorimotor system constructs internal representations
have examined adaptation to two types of perturbations: visuo-
motor transformations (Flanagan and Rao 1995; Krakauer et al.
2000) and force fields (Lackner and Dizio 1994; Shadmehr and
Mussa-Ivaldi 1994). Adding a delay to the perturbing feedback
may be considered an adaptation to two concurrent distur-
bances, the perturbation and the delayed feedback. Two studies
have examined concurrent adaptation to visuomotor rotation
and delay (Honda et al. 2012a, 2012b). The results showed that
the added delay weakened the adaptation to the rotation
(Honda et al. 2012a) but that adaptation to the delayed feed-

Fig. 9. Experiment 2: actual force and fitted representation models for slow movements during late adaptation. The actual forces (dashed pink) applied by group
D70_SF participants during the late adaptation stage and the fitted representation models (solid dark pink) constructed according to different combinations of
motor primitives. A and B: the representation model based on current position (dotted orange line), velocity (dotted green line), and acceleration (dotted purple
line) movement primitives is similar to the representation model based on current position, velocity, and delayed velocity (dotted dark blue line) movement
primitives. C and D: removing the position primitive reveals that a velocity/delayed velocity representation model provides a better fit than the velocity/
acceleration model. Shadings and error bars represent the 95% confidence intervals. Dots represent primitive gains of individual participants.
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back before the experience of both disturbances together im-
proved adaptation to the rotation for the same and for a larger
delay magnitude (Honda et al. 2012b). Similarly, in our study,
participants experienced force fields that depended on a de-
layed state. In addition, the delay deteriorated adaptation, as
was evidenced by the increase in movement duration with the
increasing delay and the decrease in the adaptation coefficient
in the D100 group. Although we did not examine how adap-
tation to a delayed feedback alone influenced subsequent ad-
aptation to the combined delayed force perturbation, our results
may perhaps hint that by constructing a delayed velocity
primitive, the participants became more attuned to the delay.
The late decline of the gain of the delayed velocity primitive
after perturbation removal during washout (experiment 1) sug-
gests that the brain may preserve a representation of the
delayed state and might use it in generalizations to different
delayed force perturbations. The study of generalization to a
higher velocity for the same movement extent (experiment 2)
has some similarities to generalization to a higher delay. Thus,
our finding that participants continued using a delayed velocity
primitive during generalization to a faster movement suggests
that they could utilize the acquired information about the delay
to other contexts. Interestingly, the prior experience of the
delay in Honda et al. 2012b did not affect the adaptation to the
no-delay condition. The preservation of the current velocity
primitive in our results suggests that it can also be utilized for
adaptation to nondelayed velocity-dependent force field.

The coexistence of the delayed and current state primitives
in the representation is in line with studies that have found
evidence for a mixed representation of the actual delay and a
state-based estimation of the delay (Diedrichsen et al. 2007;
Leib et al. 2015). Diedrichsen et al. 2007 showed that when
two tasks overlap in time, participants use state-dependent

control, where the motor command in one task depends on the
arm state in the other task, but when they are separated, they
use time-dependent control. The delays in our experiments (70
and 100 ms) were within their identified transition range,
where a combination of both was used. This combination may
result from the similarity between the current and delayed
velocity primitives, which hinders the ability to assign the
perturbation to one or the other, and larger delays may lead to
a better separation (Witney et al. 1999). Nevertheless, the
better separation in Witney et al. (1999) may also be related to
bimanual coordination. In any case, the delays in our experi-
ment were bounded by the short durations of the ballistic
reaches. When analyzing the primitives’ dynamics throughout
the experiment in the group that experienced the 100-ms delay
(Fig. 6E), the regression analysis of some trials revealed a high
correlation between the delayed velocity and the position
primitives. Furthermore, larger delays may potentially break
down the association between the movement and the perturb-
ing force. Thus, we believe that 100 ms is probably close to the
maximal delay magnitude that could be used in our experi-
ment.

Our results indicate a weakening effect of delay magnitude
on adaptation to perturbing forces. This highlights the limited
ability of the brain to construct an accurate representation of
delayed feedback and is consistent with studies that reported
decreased aftereffects (Honda et al. 2012b) and greater percep-
tual biases with increasing delays (Pressman et al. 2007). Both
the 70- and 100-ms delay groups in experiment 1 exhibited an
increase in the adaptation coefficient and aftereffects, indicat-
ing that an internal representation of the perturbing force was
formed. However, the increase in the adaptation coefficient
was smaller for the 100-ms delay group. This is directly related
to our observations that the representation consisted of both

Fig. 10. Experiment 2: actual force and pre-
dicted generalization forces during slow and
fast trials. A and B: the predicted generaliza-
tion forces for group D70_SF during slow
trials (solid dark blue line) of the early gener-
alization session are similar between the ve-
locity/acceleration (A) and the velocity/de-
layed velocity representation models (B), and
their fits to the actual forces (dashed light blue
line) are comparable. C and D: the predicted
generalization forces during fast trials (solid
dark purple) of the early generalization ses-
sion constructed according to the velocity/
delayed velocity representation model (D)
provide a better fit to the actual forces
(dashed purple line) than the predicted gen-
eralization forces of the velocity/accelera-
tion representation model (C). Shadings rep-
resent the 95% confidence intervals.

2127REPRESENTING DELAY WITH CURRENT AND DELAYED STATES

J Neurophysiol • doi:10.1152/jn.00347.2017 • www.jn.org

Downloaded from www.physiology.org/journal/jn (005.028.157.149) on April 10, 2019.



current and delayed primitives. Hence, the larger delay resulted
in an actual force trajectory that departed further than the
applied force perturbation. In addition, when coping with
increasing delay, the participants may have increased their arm
stiffness to cope with delay-induced instability (Burdet et al.
2001; Milner and Cloutier 1993). Such an increase in stiffness
can reduce the effect of the perturbing forces and, conse-
quently, the magnitude of the perturbation-specific representa-
tion (Shadmehr and Mussa-Ivaldi 1994) as well as the afteref-
fect. The findings showed that the aftereffect was smaller when
the delay was larger, but this did not reach statistical signifi-
cance. We also observed a systematic increase in the duration
of the movement at the higher delay. In fact, one possible
strategy for dealing with a delayed force is to move slower,
which results in weaker velocity-dependent perturbations.

The participants’ failure to more accurately represent the
delayed forces may have resulted from the absence of well-
established priors in the sensorimotor system for such a per-
turbation. The slow increase in the delayed velocity gain,
relative to the current velocity gain (Fig. 6, A, C, and E), is
consistent with previous results suggesting that new temporal
relationships between actions and their consequences are
learned by generating a novel rather than adapting a preexisting
predictive response (Witney et al. 1999). The slow process of
constructing the new representation may not have been fully
complete within the adaptation duration in our study. This
seems possible since the gain of the delayed velocity primitive
did not clearly reach a plateau and did not decrease instanta-
neously following the suppression of the perturbation. Deter-
mining whether participants could construct an accurate rep-
resentation if they had more trials or several adaptation ses-
sions over multiple days was beyond the scope of this study.
Rather, we focused on comparing the adaptation with nonde-
layed and delayed perturbations and on the evolution of the
current and delayed primitives for the same number of trials.

Our results indicate that the sensorimotor system is likely to
use a delayed velocity rather than an acceleration primitive.
Despite the fact that the body is continuously exposed to
inertial forces, studies have reported slow adaptation and poor
generalization of acceleration-dependent compared with veloc-
ity-dependent force fields (Hwang and Shadmehr 2005; Hwang
et al. 2006), and in fact, force field adaptation studies have
focused mainly on primitives depending on position and ve-
locity (Donchin et al. 2003; Sing et al. 2009; Thoroughman and
Shadmehr 2000; Yousif and Diedrichsen 2012). However, this
may be a consequence of the difficulty of measuring acceler-
ation in experiments. Therefore, the capability of the sensori-
motor system to utilize an acceleration primitive when re-
sponding to environmental dynamics requires further investi-
gation. We suggest that specifically when coping with a
delayed velocity-dependent force feedback, an acceleration
primitive is not likely to be used.

Our best model was not perfect in predicting the forces that
participants applied at the end of adaptation. The inconsisten-
cies may be related to unmodeled mechanisms, such as increas-
ing arm stiffness, although the fact that both delay groups in
experiment 1 exhibited aftereffects and an increase in the
adaptation coefficient suggests that increased stiffness was not
the main coping mechanism (Burdet et al. 2001; Shadmehr and
Mussa-Ivaldi 1994). Other unmodeled factors may include
additional higher-order derivatives or lateral movement prim-

itives. In addition, we assumed an accurate delay for the
delayed velocity primitive, but the participants may have had a
noisy estimation of the delay. We chose not to improve the fit
of the model with additional primitives or by optimizing the
delay parameter to avoid overfitting. We kept the models that
we tested as simple as possible and only examined primitives
that were included in our original predictions.

Inferring the gains of the primitives that were used in
forming the representation may also be viewed as inferring an
implicit estimation of the stiffness (for the position primitive)
and viscosity (for the current and delayed velocity primitives)
of the environment. Delayed force feedback biases perceptions
of stiffness (Di Luca et al. 2011; Leib et al. 2015; Nisky et al.
2008; Pressman et al. 2007), viscosity (Hirche and Buss 2007),
and mass (Hirche and Buss 2007; van Polanen and Davare
2016). Such perceptual biases may thus affect the estimation of
the correct contribution of each primitive when constructing
the representation that generates the actual forces. Perceptual
biases do not necessarily align with effects on actions (Goodale
and Milner 1992), and specifically in the response to delayed
force feedback (Leib et al. 2015). However, future studies
should examine the influence of such biases by probing the
explicit component of adaptation (Taylor et al. 2014) in both
the nondelayed and delayed conditions and extract the primi-
tive gains from the implicit process alone.

Interestingly, the primitive gains continued to change
throughout the entire adaptation while performance, as mea-
sured by the peak hand deviation from a straight line move-
ment, reached an asymptote after fewer than 100 trials. This
suggests that the change in gains was not driven by the error
experienced due to hand deviation but may have been a
continuous optimization process driven by other variables
(Mazzoni and Krakauer 2006; McDougle et al. 2015; Smith et
al. 2006).

It remains unclear which signals are used to construct the
delayed velocity primitive and the mechanism governing its
construction. The second peak in the actual force trajectory
may be interpreted as the outcome of a feedback component.
However, since the actual forces were measured during force
channel trials when no perturbing forces were applied, the
delayed increase in the force trajectory is not likely to reflect a
reactive component but rather a preplanned force trajectory
that was constructed gradually through an updating process of
a feedforward control.

The construction of a delayed primitive that is used for
action may depend on the presence of the delay in the force
feedback. Studies that have examined action with visual feed-
back delays have reported both perceptual and performance
biases that are inconsistent with the capability to represent the
delayed signals (Mussa-Ivaldi et al. 2010; Sarlegna et al. 2010;
Takamuku and Gomi 2015). However, studies of actions with
force feedback delays have found evidence for a delay represen-
tation (Leib et al. 2015; Witney et al. 1999). Thus, the formation
of a delayed state primitive may depend on the activity of sensory
organs that respond to forces, such as the Golgi tendon organ
(Houk and Simon 1967) or mechanoreceptors in the skin of the
fingers (Zimmerman et al. 2014).

Importantly, the observation that a model that includes the
delayed velocity primitive can best account for the actual
forces does not necessarily mean that the sensorimotor system
uses an actual representation of the delayed velocity. Adapta-
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tion can take place by memorizing the shape of the experienced
force along the trajectory; however, the brain does not seem to
employ such a “rote learning” mechanism when experiencing
novel environmental dynamics (Conditt et al. 1997). Alterna-
tively, participants could have estimated the delayed velocity
as a function of the time relative to movement duration or
according to the extent of motion. However, the fact that the
peak actual force during generalization to fast movements was
aligned with the delayed velocity suggests that it is more likely
that the delayed velocity primitive was constructed as a func-
tion of the absolute time. In addition, participants could have
represented the perturbing force as an explicit function of time,
although it is not clear whether the nervous system is capable
of representing time explicitly (Karniel 2011). Humans can
adapt to state-dependent but not time-dependent force pertur-
bations while performing movements (Karniel and Mussa-
Ivaldi 2003), and time-dependent forces can be misinterpreted
as state dependent (Conditt and Mussa-Ivaldi 1999). On the
other hand, time and not state representation accounted for the
perceived timings of events during a task involving discrete
impulsive forces (Pressman et al. 2012). Thus, further studies
are required to understand the mechanisms by which delayed
state representations are formed.

If participants employed a time representation in our task,
either for constructing the delayed velocity primitive or for
temporal tuning of the applied force, our best model is consis-
tent with evidence for a neural representation of both time and
state. Structures that represent time have been linked to the
basal ganglia (Ivry 1996; Rao et al. 2001) and to the supple-
mentary motor area (Halsband et al. 1993; Macar et al. 2006).
The cerebellum was suggested to play a role in time represen-
tation (Ivry et al. 2002; Spencer et al. 2003) but also in state
estimation, especially in light of feedback delays (Ebner and
Pasalar 2008), by hosting forward models (Miall et al. 1993;
Miall et al. 2007; Nowak et al. 2007; Wolpert et al. 1998).
Lobule V of the cerebellum was linked to state-dependent
control, whereas the left planum temporale was associated with
time-dependent control (Diedrichsen et al. 2007).

Understanding adaptation to environmental dynamics in the
presence of delayed causality is critical for understanding
forward models and sensory integration. It is also important for
studying pathologies with transmission delays such as multiple
sclerosis (Trapp and Stys 2009) or disordered neural synchro-
nization such as Parkinson’s disease (Hammond et al. 2007),
essential tremor (Schnitzler et al. 2009), and epilepsy (Schar-
fman 2007), specifically if treatment is attempted by tuning the
delay in the feedback loop to control neural synchronization
(Popovych et al. 2005; Rosenblum and Pikovsky 2004). Fi-
nally, it may also be useful for the design of efficient teleop-
eration technologies in which feedback is delayed (Nisky et al.
2013; Nisky et al. 2011).
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