A multiple-scenario assessment of the effect of a continuous-care, guideline-based decision support system on clinicians’ compliance to clinical guidelines
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A B S T R A C T

Objectives: To quantify the effect of a new continuous-care guideline (GL)-application engine, the Picard decision support system (DSS) engine, on the correctness and completeness of clinicians’ decisions relative to an established clinical GL, and to assess the clinicians’ attitudes towards a specific DSS.

Methods: Thirty-six clinicians, including residents at different training levels and board-certified specialists at an academic OB/GYN department that handles around 15,000 deliveries annually, agreed to evaluate our continuous-care guideline-based DSS and to perform a cross-over assessment of the effects of using our guideline-based DSS. We generated electronic patient records that realistically simulated the longitudinal course of six different clinical scenarios of the preeclampsia/eclampsia/toxemia (PET) GL, encompassing 60 different decision points in total. Each clinician managed three scenarios manually without the Picard DSS engine (Non-DSS mode) and three scenarios when assisted by the Picard DSS engine (DSS mode). The main measures in both modes were correctness and completeness of actions relative to the PET GL. Correctness was further decomposed into necessary and redundant actions, relative to the guideline and the actual patient data. At the end of the assessment, a questionnaire was administered to the clinicians to assess their perceptions regarding use of the DSS.

Results: With respect to completeness, the clinicians applied approximately 41% of the GL’s recommended actions in the non-DSS mode. Completeness increased to the performance of approximately 93% of the guideline’s recommended actions, when using the DSS mode. With respect to correctness, approximately 94.5% of the clinicians’ decisions in the non-DSS mode were correct. However, these included 68% of the actions that were correct but redundant, given the patient’s data (e.g., repeating tests that had been performed), and 27% of the actions, which were necessary in the context of the GL and of the given scenario. Only
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5.5% of the decisions were definite errors. In the DSS mode, 94% of the clinicians’ decisions were correct, which included 3% that were correct but redundant, and 91% of the actions that were correct and necessary in the context of the GL and of the given scenario. Only 6% of the DSS-mode decisions were erroneous. The DSS was assessed by the clinicians as potentially useful.

Discussion: Support from the GL-based DSS led to uniformity in the quality of the decisions, regardless of the particular clinician, any particular clinical scenario, any particular decision point, or any decision type within the scenarios. Using the DSS dramatically enhances completeness (i.e., performance of guideline-based recommendations) and seems to prevent the performance of most of the redundant actions, but does not seem to affect the rate of performance of incorrect actions. The redundancy rate is enhanced by similar recent findings in recent studies. Clinicians mostly find this support to be potentially useful for their daily practice.

Conclusion: A continuous-care GL-based DSS, such as the Picard DSS engine, has the potential to prevent most errors of omission by ensuring uniformly high quality of clinical decision making (relative to a GL-based norm), due to the increased adherence (i.e., completeness) to the GL, and most of the errors of commission that increase therapy costs, by reducing the rate of redundant actions. However, to prevent clinical errors of commission, the DSS needs to be accompanied by additional modules, such as automated control of the quality of the physician’s actual actions.

© 2015 Elsevier Ireland Ltd. All rights reserved.

1. Introduction

1.1. The need for an evaluation of the value of automated support to guideline-based care

Clinical Guidelines (GLs) are one of the manifestations of the recent emphasis on evidence-based medicine, which tries to apply the best available evidence gained from scientific methods such as research studies, meta-analyses, and reviews, to support better clinical decision making [1]. Extensive evidence confirms that state-of-the-art GLs are a powerful method for standardization and uniform improvement of the quality of medical care and patient outcomes, often increasing patient survival rates while reducing the escalating costs of medical care [2–6].

Despite these useful findings, the level of adherence to GLs in daily practice is relatively low [2,3,7]. Therefore, care providers, health-care managers, and patients would benefit from automated support of GL-based care through the use of computerized GL-based decision support systems (DSSs). These systems include an electronic representation of GLs and support their automated dissemination and application at the point of care [8–11]. Over the past two decades, there have been a number of efforts to support the application of complex GLs in an automated fashion, typically providing static, one-time recommendations at several distinct points along the process of care [12–15]. However, none of these frameworks fully supports a continuous application of the GLs over significant stretches of time, providing recommendations when necessary, handling issues such as missing data in the electronic medical record (EMR), and also supporting a data-driven, asynchronous application (i.e., not just during a session with the care provider). Furthermore, there are very few large-scale assessments of the potential effect of using a GL-based DSS on the continuous application of a complex GL over time, especially assessments that use a meaningful number of clinicians. According to Isern [11] and others [15–17], there is a relative lack of research on the effects of GL application on the quality of clinical decisions by clinicians (i.e., their level of adherence to the GL’s recommendations, and the percentage of their decisions that is correct according to the GL) and of “in vivo” evaluations in the area of GL application engines.

In a recent comprehensive methodological review summarizing the past decade’s research regarding the life cycle of computerized GLs [18], Peleg noted that in general, only very few evaluations of GL-based DSSs have been made, since a full evaluation is often complicated by the fact that the DSS might allow clinicians to deviate from the GL’s recommendations. Like others [11,15–17], Peleg concluded that additional research should be performed on the effect of GL-based DSSs on clinicians’ behavior, in particular on improving their compliance to GLs.

1.2. The objectives of this study

The main objective of this study was to quantitatively evaluate the effects of a longitudinal GL-based DSS framework, designed for realistic, continuous use over multiple sessions, on the quality of medical decisions made by a group of physicians. We previously designed and implemented such a continuous-care framework (see Section 2.1). In the current study, we used a set of realistically simulated longitudinal medical records of patients, each presenting one of multiple clinical, GL-based scenarios that need management according to a known, well-established obstetrics GL for management of preeclampsia/eclampsia.

As a secondary objective, we wanted to assess the subjective perception of the clinicians regarding the GL-based decision-support framework.
2. Methods

2.1. The Picard framework for supporting guideline-based care

In order to support a longitudinal application of the GL (i.e., a continuous application of the GL over significant stretches of time, providing recommendations when necessary), we developed and implemented a new GL-application architecture called the Picard framework [20, 21]. At the core of the Picard framework is a longitudinal, continuous-care, GL-application engine, the Picard Decision Support (DSS) engine. The Picard framework provides a set of application interfaces (APIs) to allow different types of client devices to interact with it, depending on the client’s task type. For example, a GL-debugging task might include a client application that is specific for use by a knowledge engineer and that depicts the detailed state of the GL application engine at each step. A GL-simulation application might be a software component without any graphical interface, such as a simulation engine that simulates and tests over time the behavior of the GL-application engine on a simulated longitudinal patient database. GL-application tasks include, for example, a desktop decision-support application for the medical staff at the point of care, and an advisor for patients who are using their mobile phone as their computational infrastructure. The Picard DSS engine uses our Digital Guideline Electronic Library (DeGeL) architecture [22] to retrieve procedural GLs and specific knowledge items when applying a GL. Our IDAN temporal-abstraction mediator [23] is used to answer GL-specific queries regarding knowledge-based interpretations of the time-oriented clinical data. Currently, the Picard framework serves as the backbone of the MobiGuide European Union project [24], and is used to send alerts and personalized GL-based recommendations to chronic patients (based on data from bio sensors on the patients or at their home), through the patients’ mobile devices, or to support the decisions of the patients’ care providers at the ambulatory clinic or hospital.

2.2. An overview of the study design

Fig. 1 provides an overview of the study design; we present the details in Section 2.3. As the first step (Phase 1 in Fig. 1), we selected and then formalized the American College of Obstetrics and Gynecology (ACOG) preeclampsia/eclampsia/toxemia (PET) GLs [25]. Then, we defined six clinical GL-based scenarios and a total of 60 decision points across all scenarios (Phase 2 in Fig. 1). By using a new GL-specific simulation engine developed at our laboratory, we automatically generated a complete patient record for each scenario (Phase 3 in Fig. 1). We then performed a cross-over simulated clinical evaluation with the help of 36 clinicians, including both residents and board-certified specialists at an academic OB/GYN department that handles around 15,000 deliveries annually, who volunteered to assist us in the evaluation. Each clinician managed three scenarios without using the Picard DSS engine, i.e., in Non-DSS mode, and three scenarios using the Picard DSS engine, i.e., in DSS mode (Phase 4 in Fig. 1). After the experiment, a questionnaire was administered to the practitioners to assess their attitudes regarding the use of the Picard DSS engine, and their willingness to use it in the future. Finally, an expert assessed the correctness of the actions suggested by the physicians, relative to the ACOG PET GL, and their completeness, i.e., whether all of the ACOG GLs’ relevant recommendations were followed (Phase 5 in Fig. 1).

2.3. Details of the experimental design

2.3.1. Choosing the clinical domain and guideline

We chose, together with the senior clinicians, a known, well-established, American College of Obstetrics and Gynecology (ACOG) PET GL [25]. Preeclampsia affects between 2% and 8% of pregnancies worldwide [26], and is a condition that occurs only during pregnancy. The diagnosis according to the GL is made through the combination of high blood pressure and protein in the urine, occurring after the 20th week of pregnancy. The GL manages both the mother and the fetus during different gestational periods, for several different scenarios of PET (e.g., mild preeclampsia, severe preeclampsia, and eclampsia). The target users of this GL are obstetricians. There was no official PET GL during the period of the experiment in the obstetrics ward in which we performed the experiment, and patients were treated according to textbook knowledge. The American College of Obstetrics and Gynecology (ACOG) PET GL was not formally defined at that time as the PET guideline adopted in this department, although all of the clinicians were familiar with it, and mentioned that they try to follow its spirit.

We found the PET GL to be appropriate for the current study because its semantics are reasonably complex, representing typical realistic GLs. In particular, the GL might be applied over several months, until a woman delivers her baby, and thus it is appropriate for examining the effect of a GL-based DSS on longitudinal CL application. Furthermore, we had previously specified several aspects of the PET GL as part of an experiment in GL specification [27].

We then formally and completely specified the PET GL in the ASBRU GL specification language [28] with the help of an obstetrics expert, and represented it within a GL repository that we had previously developed, the DeGeL digital GL library [22]. We used the multiple-step GL-specification methodology, as previously described by Shalom et al. [29].

2.3.2. Decomposing the guideline into clinical scenarios, steps, and decision points

In collaboration with a senior expert physician (different from the one who helped in the GL specification phase), we defined six mutually exclusive clinical scenarios that occur rather commonly when applying the PET GL. Table 1 shows the different GL scenarios chosen by the senior expert physician.
To test the compliance of the clinicians, we further decomposed each scenario into several steps, each step taking place at a different point along the GL's timeline and being composed of several decision-points. Each scenario was presented to the clinicians as a series of single steps. As we shall see, in DSS mode the clinicians simply accepted or rejected the recommendations made by the DSS for each decision mode, possibly adding some free text; in the non-DSS mode, the clinicians had to provide their recommendations after each step in free text. (See Section 2.3.4 for how the scenario was re-aligned after each step, regardless of the clinician’s responses.) Thus, each decision-point in our experiment represents an elementary decision unit in which, in the DSS-mode, the DSS can support a clinician’s decision, or in non-DSS mode, we can test the clinician’s compliance.

To classify the decision-point in a more refined fashion, we created six categories of decision-point types: “Order lab test”, “Perform medical procedure”, “Assert diagnosis”, “Manage drug therapy”, “Order a diagnostic imaging”, and “Perform physical examination”. Table 2 displays a partial example of the first scenario (numbered as 1), showing five of the decision-points into which it was decomposed. Each decision-point has a decision-point type. In total, there were 60 decision-points across all scenarios. The right column in Table 1 describes the number of decision-points in each scenario.

2.3.3. Generating guideline-based simulated longitudinal medical records

To simulate the required longitudinal data for each of the selected clinical scenarios, we generated for each of the scenarios one longitudinal medical record that included multiple transactions, using a specialized tool that we previously developed for GL-based generation of clinical scenarios and for scenario-based patient-record generation [30]. A set of transactions, representing multiple time points within a single longitudinal patient record, was generated for each GL scenario. In our simulation tool, this step can be performed using random generation of valid values, using the GL-based knowledge base (e.g., generating a systolic blood pressure that corresponds to the definition of “mild hypertension”), or can be performed manually by the knowledge engineer and the expert physician, to make sure that the records are clinically valid and consistent over time. We simulated on average 2300 transactions for each scenario.

2.3.4. Performing the experiment: Presenting the scenarios to the clinicians in both modes

Thirty-six physicians agreed to take part in the assessment of a simulated application of the GL: 24 residents and 12 board-certified specialists, all from an academic OB/GYN department. (We sent requests to all of 50 clinicians of the

<table>
<thead>
<tr>
<th>Table 1 – Summary of the six clinical preeclampsia/toxemia guideline scenarios used in the evaluation.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scenario no.</td>
</tr>
<tr>
<td>---------------</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>4</td>
</tr>
<tr>
<td>5</td>
</tr>
<tr>
<td>6</td>
</tr>
</tbody>
</table>
Table 2 – Part of the decomposition of the first scenario (No. 1) into decision points of different types.

<table>
<thead>
<tr>
<th>Step</th>
<th>Week</th>
<th>Time</th>
<th>Decision-point description</th>
<th>Decision-point type</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.A</td>
<td>34.5</td>
<td>7:00</td>
<td>1.1 Diagnosis is Mild PET</td>
<td>Assert a diagnosis</td>
</tr>
<tr>
<td>1.B</td>
<td>34.5</td>
<td>8:00</td>
<td>1.2 We suggest to hospitalize the patient</td>
<td>Perform a medical procedure</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1.3 We suggest to measure 24-h urine protein</td>
<td>Order a lab test</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1.4 We suggest to record fetal movements twice daily</td>
<td>Perform a medical procedure</td>
</tr>
<tr>
<td>1.C</td>
<td>38</td>
<td>8:00</td>
<td>1.10 We suggest to deliver the baby</td>
<td>Perform a medical procedure</td>
</tr>
</tbody>
</table>

OB/GYN department; out of the 25 specialists, 12 agreed to assist in the experiment. Three additional specialists agreed to assist us in the different stages of the experimental evaluations. Out of the 25 residents, 24 agreed to assist us.

We classified the clinicians into three groups, based on their level of training: (1) 1st year residents (9 clinicians); (2) Experienced residents—residents in the second or later residency year (but not board certified) (15 clinicians); (3) Specialists—all board certified (12 clinicians). All of the clinicians had at least textbook knowledge of handling PET, although they were not necessarily exposed to the specific CLIs we used. All of them had previously used electronic medical record systems, but without DSS capabilities.

Since we had a limited number of clinicians, we did not want to have two separate groups—an experimental (DSS) group and a control (Non-DSS) group. In addition, due to the different levels of training among the clinicians, such a separation might have been non-homogenous. Thus, we decided to design the experiment as a cross-over study. Each of the clinicians, after a short introduction, was presented with three DSS scenarios and three Non-DSS scenarios (out of the six pre-defined clinical PET scenarios) within the same experimental session without any time limit.

For the experiment, we developed two versions of the same user interface for the two decision-support modes. The interfaces used by the two modes were colored differently: a yellow color signified the interface for the DSS mode, and a pink color signified the interface for the Non-DSS mode. In this fashion, we signaled to the clinicians that the two user interfaces represent decision-support modes that are different in nature. The colors also reminded the clinicians of which type of system they were using at each point.

At any point in time, the clinicians could open a simulated detailed longitudinal electronic medical record or a simulated fetal growth graph and examine them.

In the non-DSS mode, the text of the current scenario was shown to the clinician, and he was instructed to provide his free-text decisions (see Fig. 2).

In the DSS mode, the same text regarding the patients was presented, and the same electronic data were available, but in addition, several recommendations were presented to the user, and he was asked whether he agrees or disagrees. He could open an explanation dialog box that explains the recommendation. If he disagreed with the DSS recommendation, he had to provide an explanation. In addition, he could add additional free text if in his opinion some data were missing. (see Fig. 3).

(Note: Throughout this paper, the use of the terms “He” or “His” is only for convenience and does not specify any particular user gender).

Appendix A in the Supplementary materials includes a detailed example of the two user interfaces in the case of scenario 3.

Since we tried to simulate the real clinical settings as closely as possible, we developed a simulated electronic medical record (EMR) to show patient medical records for each of the scenarios of the experiment. This EMR included data such as history, lab tests, and risk factors. In addition, the EMR included a dynamic temporal representation of the fetal growth progress.

During the experiment, regardless of the clinician’s answers (in either DSS or non-DSS mode), the next step in the scenario was presented, notifying the clinician that certain (in fact, the correct) decisions for the previous step were made. That is, for example, regardless of whether the clinician decided to hospitalize the patient or not, and assuming that hospitalization was the correct decision in the previous step, she was told: “Mrs. Jones was hospitalized; her blood pressure on admission was . . . .” The scenario was aligned, if needed, with the identical one being presented to each clinician in both Non-DSS and DSS modes, and to make sure that each clinician was faced in each step of each scenario with precisely the same decision points.

To prevent a learning effect in our cross-over study, we made sure that the six scenarios were clinically quite different, and were essentially mutually exclusive with respect to their decision points. In this way, knowing the correct decisions regarding the previous steps (due to the alignment process explained above) did not materially affect making the decisions for the next steps, and no decision-point occurred twice within the same scenario or across different scenarios. (Note: The clinicians who performed the experiment were not aware of this conceptual decomposition into steps.)

To cater for a possible periodic effect, we defined 12 sequences of the six scenarios. Each sequence included three DSS scenarios and three Non-DSS scenarios, in the same order, except for a random order in the case of the first two, easier, scenarios, one of which was presented as a DSS scenario and the other as a non-DSS scenario. This arrangement made sure that each clinician experienced both the DSS mode and the non-DSS mode within the first two scenarios. Each of the 36 clinicians was assigned a single sequence. Each of the 12 sequences appeared, in total, three times. Altogether, each scenario was presented to the clinicians 36 times: 18 times in the DSS mode, and 18 times in the Non-DSS mode.

In addition, after the clinicians finished the experiment, they completed a questionnaire electronically in order to assess the perceived usefulness of the system by the clinicians based on a perceived usefulness and perceived ease of use questionnaire [31,32]. (The usability aspect was not tested in
Fig. 2 – An example of the Non-DSS mode user interface, colored pink in the original experiment. The textual scenario is presented at the top, and the clinician is instructed to provide his free-text management decisions in the bottom. On the right, the clinician can open the simulated EMR or the fetal growth chart. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

this study, since our intent in the current study was to ignore the particular interface design, and focus on the effect of the DSS on the clinicians’ behavior.) The questionnaire was divided into two conceptual groups of questions, although they were presented as one set: Group A included questions about the general perception of the clinicians regarding the DSS. (e.g., “Adding the computerized decision-support system to my current work environment would enable me to accomplish tasks more quickly”). Group B included questions about the willingness of the clinician to use a DSS in the future. (e.g., “In the future, I would like to use a similar computerized decision support in my work if it is offered to me “). The clinicians were asked to grade each question between 1 (extremely likely) and 7 (extremely unlikely) (see Appendix B in the Supplementary material for the questionnaire questions and the user interface). Finally, an optional text-box was given to the clinicians to enter any comments, ideas, or suggestions about the experiment.

2.4. The evaluation measures

Since the current study did not measure any patient-oriented clinical outcomes, our evaluation used several process-oriented measures that assessed the compliance of the clinicians with respect to our gold standard GL.

Two measures were defined to assess the quality of a set of clinical decisions, with or without a DSS, relative to a given GL:

1. Completeness: The percentage of relevant GL-based actions that was actually followed.
2. Correctness: The percentage of the physician’s actions that was correct, according to the relevant GL.

The Correctness and Completeness measures are relatively standard measures for quality assessment, such as when assessing compliance to certain policies. They are also similar to the Soundness and Completeness measures in algorithmic research; note that guidelines are essentially algorithms. Their semantics are also analogous to the standard Precision and Recall measures in the Information Retrieval area.

The completeness and correctness evaluation measures of a DSS mode scenario are calculated, in most cases, in a straightforward fashion: When the clinician adheres to the recommendation and accepts it, he receives a score of “1”. If he disagrees, the expert working with us looked at his explanation (if provided) and his score was defined according to the explanation, if any, between 0 (not adhered to) and 1 (adhered to). The overall completeness and correctness are percentages, and thus range from 0 (no decision is correct, or no GL recommendation was followed) to 1 (all decisions were correct, or all GL recommendations were followed).

Table 3 shows an example of DSS completeness scoring: the Total DSS Completeness is \((1 + 1 + 0.5 + 0 + 0) / 5 = 0.5\). That is, the clinician followed half of the GL’s recommendations. (For a formal mathematical definition of all evaluation measures, see the study’s measures’ complete specification [20].)

The Non-DSS evaluation was based on the text that the clinicians wrote. We evaluated the correctness and completeness of each portion of the text. Correctness refers to the percentage of the text the clinician wrote that is indeed correct according to the GL, and completeness refers to the percentage of the GL decision-points that is included by the text that the clinician wrote as his intention to follow. Table 4 shows an example of correctness scoring in a Non-DSS mode, in which the clinician wrote his proposed actions as text.
Fig. 3 – An example of the DSS mode user interface, colored yellow in the original experiment. The user is presented with several recommendations, and he is asked whether he agrees or disagrees with each of them. Here, the clinician added that a dark room should be prepared as well. See the text for a detailed description of the semantics of the interface. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

<table>
<thead>
<tr>
<th>The recommendation</th>
<th>Clinician’s response</th>
<th>Clinician’s comment</th>
<th>Score</th>
<th>Explanation for the score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Call for help</td>
<td>Agree</td>
<td>None</td>
<td>1</td>
<td>Clinician adheres</td>
</tr>
<tr>
<td>Consider alternative causes for eclampsia</td>
<td>Disagree</td>
<td>The etiology is preeclampsia unless other parameters or information is known such as epilepsy in the history</td>
<td>1</td>
<td>Clinician adheres</td>
</tr>
<tr>
<td>Administer 2 g of magnesium</td>
<td>Disagree</td>
<td>Elevated CCR. Consider 1 mg per hour</td>
<td>0.5</td>
<td>Gave 1 mg and not 2 mg</td>
</tr>
<tr>
<td>Administer valium 5 to 10 mg</td>
<td>Disagree</td>
<td>Should take magnesium</td>
<td>0</td>
<td>Incorrect explanation</td>
</tr>
<tr>
<td>Administer 1 g of magnesium</td>
<td>Disagree</td>
<td>In severe PET, no need to give loading dose. Tight follow up is enough</td>
<td>0</td>
<td>Incorrect explanation</td>
</tr>
</tbody>
</table>
Going down to a finer resolution level, we differentiated between three types of correctness, all relative to a given GL: (1) Generally (in a context-free manner) correct actions, namely, the actions proposed by the clinician were in principle correct according to the GL, without considering the specific patient data that were presented to the clinician. General correctness can be further decomposed into two types of correctness: (1A) Correct but redundant actions, namely, actions that were in principle correct according to the GL, but that were assessed as redundant in the current given context (either because the test should not be performed at this specific point in the GL’s timeline, or because it should be performed, but its results were already provided in the scenario’s text or in the EMR); and (1B) Correct (context-sensitive) and necessary actions, i.e., the actions were justified and necessary in the context of the current GL scenario and of the actual patient data that were provided to the clinician (including the scenario’s text and the EMR). For example, recent results of many laboratory tests were provided as part of the scenario’s text or the EMR that we provided to the clinicians; thus, although it was in principle correct to perform these tests for a general patient according to the GL, it was not necessary (i.e., it was redundant) to do so in the particular scenario and data instance provided.

Calculating the correctness of the actions suggested by the clinician in Table 4, we find that the total number of items is 13, of which 3 were judged as correct by our expert, given this particular GL and scenario. Thus, the general GL-based correctness (without considering the context of this particular scenario) is 10/13, but the necessary (GL and scenario-based) correctness is only 3/13. Note that 3 of the 13 suggested actions, the PT, PTT, and Fibrinogen tests, were simply incorrect, in the sense that they were not even assessed as correct in general but redundant relative to the scenario and data supplied.

2.5. The statistical analysis methods

We performed several statistical tests to evaluate the contribution of using the DSS. We assumed that total completeness and correctness are two dependent variables, as they are bounded variables between zero and 1. Thus, we used a beta regression model with a logit link function for the mean response model; a log link function was fitted for the precision model [33,34]. This model is based on the assumption that the dependent variable is beta-distributed and that its mean is related to a set of regressors through a linear predictor with unknown coefficients and a link function; more details can be found elsewhere [33].

Our full model included three factors: (1) DSS mode (DSS and Non-DSS), (2) Level of training (1st year resident, Experienced resident, specialist), and (3) Scenario (six different scenarios). We used the pseudo $R^2$ value (squared correlation of linear predictor and link-transformed response) to measure the overall goodness of fit of the model. To assess what are the important factors, we used a backwards elimination algorithm; the final model is presented.

Unlike the total completeness measure, which was computed for the overall set of decision-points per scenario per clinician, when we analyzed the completeness measure for each decision-point type (e.g., “order lab test”), we increased our resolution and looked at the clinician’s GL-based action per decision; therefore, our measured variable is binary, and a logistic regression with a logit link function [35] was used. As in the previous case, our full model included three factors; a backward elimination algorithm was used to reach the final model. (The completeness for each decision-point was also measured, as we show in the results, but did not go down to that low level of resolution in our statistical analysis, due to the small numbers involved.)

Finally, to measure that each question in the questionnaire was scored higher than 4, we used one sample t-test. In addition, we used Cronbach’s $\alpha$ [36], which is a coefficient of internal consistency, to assess the reliability of the subjective perceptions questionnaire. Cronbach’s $\alpha$ was calculated for each of the two groups of questions, perception of the clinicians regarding the DSS, willingness of the clinician to use the DSS in the future, and for the overall questionnaire. The beta regression model was fitted using the DrichletReg package in the R Language; the rest of the statistical analyses were performed using SPSS 20. In all of the statistical analyses, significance was set at $p < 0.05$.

3. Results

3.1. Overall results

The average time for a clinician to complete the experiment was 48 min: each Non-DSS scenario required an average of
9 \pm 4.91 \text{ min}, \text{ range 1.7 to 32.7 min}, \text{ to be completed by the clinicians. A DSS scenario required 7.31 \pm 4.4 \text{ min}, range 2.1 to 21.9 min, to be completed. There were a total of 323 occurrences of opening the EMR in the Non-DSS mode and 215 occurrences of opening the EMR within the DSS mode, across all 36 clinicians and six scenarios. The mean number of occurrences of asking for an explanation per decision point, across all scenarios and all clinicians, was 4.6.}

Table 5 summarizes the overall results across all scenarios and clinicians: when using the DSS mode, the clinicians made a total of 1069 decisions across all of the 60 decision points, including decisions found in the free text comments that they added. The clinicians added explanatory text to a total of 96 decision-points, across all clinicians and decisions; additional textual comments to the scenario were provided a total of 27 times, across all of the clinicians. All 1069 decisions were evaluated and tagged as being either necessarily correct relative to the PET guideline and the relevant scenario, redundantly correct, or incorrect (see Section 2).

All of the 1035 decisions accepted or rejected by the clinicians when using the DSS mode were assessed for completeness relative to the PET GL.

Note: There were in theory 36 \times 60 = 1080 decision points; however, due to technical problems in the presentation of the 5th scenario, we discarded without any selection all of the 45 decisions (five decision points that were already presented to nine participants in the study) made within that scenario; otherwise, all scenarios were run as planned. (In the beginning of the experiment, we noted that we were using a slightly corrupt version of the knowledge base, with a typo in one of the items, and thus discarded all of the 5 decisions that were already made by 9 clinicians using the corrupt version, and fixed the typo in that item for the rest of the experiment.)

In the Non-DSS mode, the clinicians made 1643 decisions. All 1643 decisions were evaluated and tagged for necessary correctness, redundant correctness, or incorrectness.

All of the 1012 decisions potentially made or not made by the clinicians when using the Non-DSS mode were assessed for completeness relative to the PET GL by carefully examining the free text of their answers to each scenario. (Note: again, in theory, we could have had 1080 potential decision points; however, we had to discard the 5 decisions that were not made in DSS mode. This was relevant, according to the sequences design, to 10 clinicians; we therefore removed these 50 decisions from the evaluation. Furthermore, due to another technical problem, one decision was not presented at the end of one of the scenarios in the non-DSS mode to the 18 clinicians encountering it, removing another 18 decisions from the assessment.) In the case of judging correctness, we distinguished, as explained in the Methods, necessarily correct actions from correct, but redundant, actions, such as performing laboratory tests whose values appeared in the original case given to the clinicians, or within the longitudinal EMR. We shall now examine these results at a finer level of resolution.

### 3.2. Mean completeness and correctness across all scenarios and clinicians

Table 6 shows the mean completeness and general (context-free) correctness in both of the study’s modes, and the range
of these means, calculated across all six scenarios and 36 clinicians.

Note that the mean value across the 6 scenarios, versus the mean value across the 36 clinicians, in each mode, is similar, but not quite the same, because the means were calculated from different values. Thus, for example, the mean DSS-mode completeness for each scenario (first row in Table 6) was calculated over all of the clinicians that encountered that scenario in DSS mode, and the overall scenario-completeness mean was computed as a simple (non-weighted) mean of the six scenario means; while the mean DSS-mode completeness for each clinician (second row in Table 6) was computed across all of the scenarios that the clinician had encountered, and the overall mean completeness for the 36 clinicians was computed as a simple (non-weighted) mean of the 36 clinicians means. (As explained in Section 3.1, for technical reasons, there were some small differences in the number of decisions per clinician, and different scenarios were viewed by a somewhat different number of clinicians.)

After fitting the beta regression for the completeness with backward elimination, the final model included only the DSS, the scenario, and their interaction (pseudo $R^2 = 0.614$, overall $\chi^2_{11} = 211.7$, $p < 0.00001$). In the DSS mode, the average completeness level estimated (by the final beta regression model) over all scenarios was 92%, while in the Non-DSS mode it was estimated as 39% ($z = 16.48$, $p < 0.00001$). The level of training effect and its interactions were not included in the final model; hence, the level of total completeness of the three levels of training of clinicians is the same across all combinations of scenario (1 to 6) and mode of DSS (with and without DSS).

Table 7 shows the mean completeness, and the range of that mean, in both of the study’s modes, for different levels of training, in both modes. (As in Table 6, note the two different points of view with slightly different values).

After fitting the beta regression for the “general correctness” with backward elimination, none of the examined factors and their second order interactions was found to be statistically significant ($p > 0.05$). However, after fitting the beta regression for “Necessary correctness” with backward elimination the final model included only the DSS, scenario, and their interaction (pseudo $R^2 = 0.62101$, overall $\chi^2_{11} = 249.75$, $p < 0.00001$). In the DSS mode, the average rate of the “Necessarily correct” decisions over all scenarios was estimated, using the beta regression model, as 91%, while in the Non-DSS mode it was estimated as only 35% ($z = 18.73$, $p < 0.00001$).

Regarding the “redundant” decisions rate, after fitting the beta regression with backward elimination, the final model included the DSS mode, the scenario, “level of training”, and the interactions between scenario and mode, and scenario and level of training (pseudo $R^2 = 0.77$, overall $\chi^2_{11} = 310.77$, $p < 0.00001$). In the DSS mode, the average estimated “redundant” decisions rate over all scenarios was only 4%, while in the Non-DSS (manual) mode it was 59% ($z = 21.5$, $p < 0.00001$). The differences in redundant decision rates among different training levels varied within scenarios, but in an inconsistent manner.

Note that the overall (general) correctness was similar in both the DSS and the non-DSS modes. It was composed, however, of very different rates of necessary correctness and redundant correctness rates, with respect to the guideline, the clinical scenario, and the specific patient data provided to the clinicians.

### 3.3. Completeness across decision-point types

Table 8 shows the mean completeness values for all decision point types, across all of the clinicians and across all of the scenarios, in DSS mode and in non-DSS mode.

For example, when examining the results for the six scenarios, the mean completeness for the Non-DSS mode across all decision-point types, considering the scenarios dimension, ranged from $13.43 \pm 7.8\%$ (for the four scenarios in which there were decisions of type “manage drug therapy”) to $83.33 \pm 0\%$ (in the case of the one scenario in which there were decisions of the “perform physical examinations” type, computed across all clinicians encountering decisions of that type for that scenario). The mean completeness for the DSS mode across all decision-point types, considering the scenarios dimension, ranged from $85.65 \pm 0.65\%$ to $1 \pm 0\%$.

The “Manage drug therapy” decision-point type showed the highest level of improvement, from 12.26% in the Non-DSS mode, to 84.3% in the DSS mode, in the clinicians’ dimension, and from 13.43% in the Non-DSS mode, to 88.19% in the DSS mode, in the scenarios’ dimension ($z = 3.98$, $p < 0.000001$); the “Perform medical procedure” decision-point type showed a rather high improvement, from 38.65% in the Non-DSS mode, to 97% in the DSS mode in the clinicians’ dimension, and from 33.64% in the Non-DSS mode, to 97.53% in the DSS mode, in the scenarios’ dimension ($z = 13.5$, $p < 0.00001$). The smallest improvement occurred in the case of the “Perform physical examination” decision-point type, from 82.35% in the

---

<table>
<thead>
<tr>
<th>Measure</th>
<th>Mode</th>
<th>Dimension</th>
<th>Mean [of the means] ± Std (%</th>
<th>Minimal value of the mean (%)</th>
<th>Maximal value of the mean (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>General Completeness</td>
<td>DSS</td>
<td>All 6 scenarios</td>
<td>92.6 ± 4.5</td>
<td>88.88</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>Non-DSS</td>
<td>All 6 scenarios</td>
<td>93.45 ± 7.92</td>
<td>66.67</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td></td>
<td>All 36 clinicians</td>
<td>41.22 ± 19.35</td>
<td>25</td>
<td>72.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>All 36 clinicians</td>
<td>49.03 ± 18.58</td>
<td>17.24</td>
<td>84</td>
</tr>
<tr>
<td>General Correctness</td>
<td>DSS</td>
<td>All 6 scenarios</td>
<td>93.77 ± 4.57</td>
<td>88.17</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>Non-DSS</td>
<td>All 6 scenarios</td>
<td>93.35 ± 7.65</td>
<td>66.67</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td></td>
<td>All 36 clinicians</td>
<td>94.22 ± 4.01</td>
<td>87.72</td>
<td>94.22</td>
</tr>
<tr>
<td></td>
<td></td>
<td>All 36 clinicians</td>
<td>94.48 ± 6.74</td>
<td>70.58</td>
<td>100</td>
</tr>
</tbody>
</table>
Table 7 – Mean completeness levels across different levels of training in both modes across the six scenarios.

<table>
<thead>
<tr>
<th>Level of training</th>
<th>Mode</th>
<th>Dimension</th>
<th>Mean [of the means] ± Std (%)</th>
<th>Minimal value of the mean (%)</th>
<th>Maximal value of the mean (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1st Year residents</td>
<td>DSS</td>
<td>All 6 scenarios</td>
<td>93.68 ± 7.74</td>
<td>80</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>Non-DSS</td>
<td>All 6 scenarios</td>
<td>93.89 ± 10.7</td>
<td>66.67</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>All 9</td>
<td>Non-DSS</td>
<td>43.3 ± 20.8</td>
<td>20</td>
<td>72.5</td>
</tr>
<tr>
<td></td>
<td>98%</td>
<td>clinicians</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>All 9 clinicians</td>
<td>46.74 ± 19.39</td>
<td>20</td>
<td>72.72</td>
</tr>
<tr>
<td>Experienced</td>
<td>DSS</td>
<td>All 6 scenarios</td>
<td>92.78 ± 5.32</td>
<td>86.67</td>
<td>100</td>
</tr>
<tr>
<td>residents</td>
<td>Non-DSS</td>
<td>All 6 scenarios</td>
<td>93.54 ± 6.3</td>
<td>80</td>
<td>1000</td>
</tr>
<tr>
<td></td>
<td>All 15</td>
<td>Non-DSS</td>
<td>40.95 ± 17.6</td>
<td>25</td>
<td>71</td>
</tr>
<tr>
<td></td>
<td>clinicians</td>
<td>All 15 clinicians</td>
<td>47.74 ± 19.8</td>
<td>17.24</td>
<td>84</td>
</tr>
<tr>
<td>Specialists</td>
<td>DSS</td>
<td>All 6 scenarios</td>
<td>94.39 ± 4.7</td>
<td>88.88</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>Non-DSS</td>
<td>All 6 scenarios</td>
<td>93.02 ± 2.5</td>
<td>75</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>All 12</td>
<td>Non-DSS</td>
<td>43.79 ± 22.67</td>
<td>26.67</td>
<td>73.12</td>
</tr>
<tr>
<td></td>
<td>clinicians</td>
<td>All 12 clinicians</td>
<td>52.68 ± 18.3</td>
<td>42.85</td>
<td>82.14</td>
</tr>
</tbody>
</table>

Non-DSS mode, to 100% in the DSS mode in the clinicians’ dimension, and from 83.33% in the Non-DSS mode, to 100% in the DSS mode in the scenarios’ dimension (z = 2.168, p = 0.03). The “Order lab test” decision type also showed a relatively small improvement, from 79.27% in the Non-DSS mode, to 98% in the DSS mode, in the clinicians’ dimension, and from 74.81% in the Non-DSS mode, to 98.52% in the DSS mode in the scenarios’ dimension (z = 3.9, p < 0.00001).

After fitting the logistic regression with backward elimination, the level of training effect and its interactions were found to be non-significant (p > 0.05); thus, the final model included the main three effects: scenario, DSS mode, and decision-point type and their interactions (overall $\chi^2_{51} = 483.5$. $p < 0.00001$). In general, the DSS increased the completeness for all decision point types, although the amount of improvement from the non-DSS to the DSS mode was different according to the decision type ($\chi^2 = 19.075$. $p = 0.002$).

3.4. Completeness per decision point

Fig. 4 shows the 60 decision-points and the completeness distribution in the Non-DSS and in the DSS modes. The mean completeness of the decision-points (each decision point being represented by the mean completeness across all of the clinicians making that decision) for Non-DSS mode was 48.63 ± 29.5%, ranging from 0% to 94.4%. The mean completeness in the DSS mode was 93.98 ± 10.09%, ranging from 44.44% to 100%.

In general, we found a high completeness rate with low variability in the DSS mode, in contrast to the low scores

Table 8 – The completeness for all decision point types, across all of the clinicians and all of the scenarios, in DSS mode and in non-DSS mode.

<table>
<thead>
<tr>
<th>Decision Point Type</th>
<th>Dimension</th>
<th>Mode</th>
<th>Mean [of the means] ± Std (%)</th>
<th>Minimal value of the mean (%)</th>
<th>Maximal value of the mean (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Manage drug therapy</td>
<td>All 4 scenarios</td>
<td>DSS</td>
<td>88.19 ± 12.08</td>
<td>72.22</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>All 36 clinicians</td>
<td>DSS</td>
<td>84.3 ± 23.71</td>
<td>0</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>All 36 clinicians</td>
<td>Non-DSS</td>
<td>12.26 ± 16.49</td>
<td>0</td>
<td>50</td>
</tr>
<tr>
<td></td>
<td>All 6 scenarios</td>
<td>Non-DSS</td>
<td>33.64 ± 22.97</td>
<td>0</td>
<td>55.56</td>
</tr>
<tr>
<td></td>
<td>All 36 clinicians</td>
<td>DSS</td>
<td>97 ± 10.7</td>
<td>40</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>All 36 clinicians</td>
<td>Non-DSS</td>
<td>38.65 ± 22.32</td>
<td>0</td>
<td>100</td>
</tr>
<tr>
<td>Assert a diagnosis</td>
<td>All 5 scenarios</td>
<td>DSS</td>
<td>93.33 ± 4.65</td>
<td>88.89</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>All 36 clinicians</td>
<td>DSS</td>
<td>91.67 ± 20.41</td>
<td>0</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>All 36 clinicians</td>
<td>Non-DSS</td>
<td>55.75 ± 31.29</td>
<td>0</td>
<td>100</td>
</tr>
<tr>
<td>Order a diagnostic imaging</td>
<td>All 2 scenarios</td>
<td>DSS</td>
<td>85.65 ± 0.65</td>
<td>86.11</td>
<td>85.19</td>
</tr>
<tr>
<td></td>
<td>All 36 clinicians</td>
<td>DSS</td>
<td>53.24 ± 24.22</td>
<td>36.11</td>
<td>70.37</td>
</tr>
<tr>
<td></td>
<td>All 36 clinicians</td>
<td>Non-DSS</td>
<td>85.64 ± 26.05</td>
<td>0</td>
<td>100</td>
</tr>
<tr>
<td>Order lab test</td>
<td>All 3 scenarios</td>
<td>DSS</td>
<td>98.52 ± 2.57</td>
<td>95.56</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>All 36 clinicians</td>
<td>Non-DSS</td>
<td>74.81 ± 20.41</td>
<td>53.7</td>
<td>94.44</td>
</tr>
<tr>
<td></td>
<td>All 36 clinicians</td>
<td>DSS</td>
<td>98 ± 5.2</td>
<td>72</td>
<td>100</td>
</tr>
<tr>
<td>Perform Physical examination</td>
<td>1 Scenario</td>
<td>DSS</td>
<td>79.27 ± 29.63</td>
<td>0</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>All 18 clinicians</td>
<td>DSS</td>
<td>1 ± 0</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td></td>
<td>All 18 clinicians</td>
<td>Non-DSS</td>
<td>83.33 ± 0</td>
<td>83.33</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>All 18 clinicians</td>
<td>Non-DSS</td>
<td>1 ± 0</td>
<td>100</td>
<td></td>
</tr>
</tbody>
</table>
of completeness and high variability in the Non-DSS mode. Several decision-points had a low completeness rate in both modes. For example, decision-point 4.6 ("Administer 1 mg of magnesium") was a disagreement point: 0% (none) of the clinicians complied with the GL in the Non-DSS mode, but even in the DSS mode, only 44% were compliant, i.e., even after being provided with the DSS recommendation (and presumably, not agreeing to it in 56% of the cases). (See Section 4 for discussion about this result.)

3.5. The subjective perspective

For group A questions (general perception of the DSS), the mean score given by the clinicians was 5.42 ± 1.22 out of a maximal score of 7, and for group B (willingness to use or assess the DSS in the future), the mean score was 5.59 ± 1.39. All question scores were found to be significantly high (p < 0.005) in comparison with 4 (the expected value under the assumption of indifference) using a t-test. In addition, with respect to reliability, group A (general perception of DSS) had a Cronbach’s α of 0.933, Group B (willingness to use DSS in the future) had a Cronbach’s α of 0.88, and the overall questionnaire had a Cronbach’s α of 0.95. We did not use the answers to questions 7 to 12 (scenario-specific assessment), since most of the clinicians, although answering the questions, mentioned informally that they were too detailed to answer meaningfully.

Finally, only 11 clinicians added free text comments about the overall experiment. Most of them pointed out that using the DSS is important to make better decisions; however, it is also important to leave sufficient room for the physicians to make the final decision, and to write their reservations, if any, to learn about frequent disagreements with the GL. Several suggestions were made regarding the need to deploy a more usable graphical interface in an actual clinical system.

4. Summary and discussion

In this study, we showed that using the DSS increased the clinicians’ completeness (i.e., compliance with the guideline’s recommendations) dramatically, regardless of the level of training.

Furthermore, it is interesting to note the completeness and correctness measures in the non-DSS mode (presumably, what might be considered as the baseline measures) were similar across different levels of training. A possible explanation is that the PET management is a common practice in an academic OB/GYN ward that handles approximately 15,000 deliveries annually. It is also possible that junior residents are trained by experienced ones, and thus display the same strengths and weaknesses.

In general, the total completeness across all decision-points for Non-DSS mode was 48.63 ± 29.5%. The total completeness when using the DSS increased dramatically to 93.98 ± 10.09%. Thus, the variance in completeness among different decisions decreased significantly, leading to a more uniform quality level, which is a major objective of quality-enhancement programs in any clinical organization.

The greatest improvements in completeness were in decisions of type “therapeutic procedures” (e.g., manage drug therapy or perform medical procedure). This result seems to imply that the DSS is mostly needed when the clinician needs to treat the patient, rather than for making a diagnosis or ordering a lab test.
These results seem quite meaningful for healthcare organizations. By ensuring more compliant decisions relative to evidence-based GLs, one might potentially improve the clinical outcomes in clinical settings and reduce direct and indirect costs (e.g., manpower and complications), as previously demonstrated in a neurological domain [37].

In spite of the high completeness scores in the DSS mode, some of the clinicians disagreed with several specific GL-based recommendations. We suggest, based on examining the affiliation of the clinicians, that this phenomenon was due, in our particular study, to a difference in the local clinical culture between two Obstetrics wards in the same medical center (for example, clinicians from one of the wards stopped administration of magnesium after toxicity to the drug was suggested, while clinicians from the other ward simply reduced the dose to 1 mg as a first step). This suggests that compliance levels to the DSS recommendations may identify local differences in GL application that would benefit from discussion and resolution between several local groups providing care within the same healthcare institution. In addition, a clinical manager can define a threshold for non-compliance to any decision-point, for example 90%. Thus, all extremely non-compliant decision-points can be reported, assessed, and addressed.

Regarding the actual clinical errors committed by clinicians, out of all decisions made by them, the 5.5% clinical error rate when not using the DSS was similar to the 6.3% error rate when using the DSS (note that an error in the DSS mode signifies a recommendation that was not accepted, and for which the free-text justification was not judged as plausible; or any incorrect recommendation added in the free text of any clinical step within a scenario). In other words, total (general) correctness was similar in both modes: around 94% to 95%.

This lack of difference between the DSS and non-DSS modes regarding clinical error rate is highly meaningful with respect to the quality of care when using a DSS. It means that although using the DSS can certainly and dramatically prevent errors of omission, which according to the U.S. Department of Health and Human Services report were responsible for $44B of the cost all adverse events [38], by reminding clinicians of what to do (manifested in the dramatic increase in completeness rate when using the DSS), it apparently cannot prevent errors of commission, i.e., additional (not mentioned by the DSS) incorrect actions that the clinicians decide to take. It might well be that to prevent errors of commission, additional, sophisticated mechanisms need to be put in place to monitor which actions were actually taken by the clinicians (even those that are seemingly outside of the guideline’s immediate scope) and determine whether any of them contradict the spirit of the guideline.

However, not being able to prevent clinical errors of commission does not mean that we cannot significantly prevent other types of errors. In our study, although relative high correctness of approximately 94% in both modes, we found that 68% of the overall manual (Non-DSS) decisions were correct, but redundant. Although not clinically harmful, the main effect of redundancy when treating actual patients would be to increase expenses unnecessarily (for example, by ordering tests that were already ordered, or that are not justified by the GL at this particular point in time, or by suggesting unnecessary procedures), and possibly even inconvenience the patients or compromise their safety. Findings that are very similar to ours were discovered recently in a Johns Hopkins study, in which a 66% redundancy was discovered in cardiac biomarker tests involving troponin; an effective policy including training, education, and changes in the patient order-entry system saved the hospital $1.25 M after a year [39]. In our study, only 3% of such redundant decisions were found in the free text added by the clinicians when using the DSS mode, suggesting that when clinicians are faced with accepting or declining a set of specific recommendations, they are not likely to come up with additional, redundant actions. Nevertheless, it might well be argued that a higher rate of redundancy would have been found if we more strongly encouraged clinicians to list all of the actions that they would take in the real world, in addition to following (or not) the DSS recommendations. We suspect, however, that the number of correct but redundant actions will always be much lower when using a DSS, but that hypothesis remains to be verified “in vivo”, in an actual clinical trial.

With respect to the subjective assessments, the results of the study suggest that the clinicians seemed to find the DSS to be potentially useful for their daily practice, particularly when managing the more complex cases. However, as studies by Bindels et al. had shown, such an enthusiasm does not guarantee real-world adoption of the DSS by the clinicians [40,41].

5. Limitations

The current study was performed in a simulated environment, using a set of realistically simulated longitudinal clinical records, but a clinical study at the point of care is still necessary. The study also included only 36 clinicians as assessors of the Picard framework’s effects on their potential actions in the simulated environment, and a crossover evaluation. Although a larger number of clinicians than the numbers mentioned in most previous studies, we would like in the future to considerably increase the number of clinicians assisting us in assessing the system.

Designing the user interface was out of the scope of the current study; however, instead of a placeholder for textual content in the Non-DSS mode, in the future one might use structured lists, for e.g., drugs or lab tests, or the interface of a real EMR software as used in the relevant clinical setting, to mimic the natural working environment of the clinicians.

6. Conclusions

Given our rather generic methodology, the results suggest that the Picard DSS engine ensures a high quality of clinical decision making (relative to a guideline-based norm), and is potentially beneficial for chronic patient monitoring using other GLs, and in particular, for care within a continuous, longitudinal time frame.

Altogether, the results imply that using a DSS dramatically increases the completeness across all scenarios and all decision types, especially in the therapeutic decisions, i.e., when managing medication therapies or performing a
Summary points
What was already known on this topic

• The level of adherence to clinical guidelines in daily practice is relatively low; therefore automated support of guideline-based care is beneficial.
• Existing guideline-based automated application frameworks do not fully support a continuous application of the GLs over significant stretches of time.
• There is need for a rigorous evaluation of the specific effect of automated support to guideline-based care on the quality of clinical decisions, and on clinicians’ behavior, in particular with respect to improving their compliance to GLs.

What this study added to our knowledge

• Guideline-based decision support systems such as the Picard DSS engine have the potential to prevent errors of omission by ensuring a uniformly high quality of completeness in clinical decision making (relative to a GL-based gold standard), due to the increased adherence to the GL’s recommendations, and reduction of redundant actions.
• Guideline-based decision support systems such as the Picard DSS engine also have the potential for preventing certain errors of commission, in the sense of significantly reducing the performance of correct, but redundant, actions.
• A GL-based DSS does not necessarily reduce the rate of actual clinical errors, i.e., incorrect actions. In order to prevent clinical errors of commission, a GL-based DSS needs to be accompanied with additional modules, such as a quality-control system that monitors the clinician’s actual actions, even those that are outside of the guideline’s scope.

medical procedure, and less in the case of the diagnostic procedures. Correctness, however, is affected only in the sense of considerably reducing the rate of redundant actions, but not through the reduction in incorrect clinical actions introduced by the clinicians. Clinicians find the DSS to be potentially useful for their daily practice.
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