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Abstract

Sometimes cooperation between two parties reqexastly one to cede to the other. If
the decisions whether to cede are made simultaheoten neither or both may
acquiesce leading to an inefficient outcome. Haweinefficiency may be avoided if a
party can wait to see what the other does. We @xpetally test whether adding a
waiting option to such a two-player cooperation gasmhances cooperation. Although
subjects cede less overall with the waiting optiwa,show that they coordinate more and
consequently achieve higher profits. Yet, a dare soverhangs waiting: the least
cooperative pairs do worse with this option. Thejtwot to facilitate coordination but to
disguise their entry.

1. Introduction

Cooperation often plays a central role in achievsarial surplus. One type of
cooperation requires that one person cedes to enetith the thought that the other
person will in turn cede in the future. Bidding Belor in procurement auctions,
competition for market share and entry decisions/éen firms with multimarket contact
all share this property. In these examples, if egrdup member has a private value that
derives from the situation (such as the item'sevaéttuan auction or the profitability of a
particular market) and the values of all playeks @pservable, the maximum joint profit

can be attained if the player with less to gairugesres to the player with more to gain.



When players’ values are private information, cawating on efficient cooperation is
more difficult. For example, suppose two fast-fadthins each contemplate opening a
franchise in a small town. They may possess difteexpected private values of being
the local monopolist that stem from different expdacosts or demand for its products. If
these two chains wish to collude implicitly, thére tchain with a low value would stay
out, under the presumption that the favor will eeirmed in the future.

With values to being a local monopolist private aect communication between
the chains illegal, this form of cooperation canbetrealized. Instead, both chains may
decide to enter the market or both may stay oué pdssibility of waiting enables the
chains to coordinate more efficiently. To illus&atf a firm always enters for a certain
range of high values, then the possibility of wagtpermits the firm to refine its strategy
to entering on only a subset of this range and imgaibtherwise. By waiting and
subsequently not entering whenever the other erdersble entry is avoided and higher
social surplus attained.

In this paper, we analyze experimentally how thelusion of a waiting option
affects cooperative play. The starting point is Kapand Ruffle (2012). In their two-
player, repeated cooperation game, each playeatpty receives a randomly drawn
integer between 1 and 5 with equal probabilityasteround. Upon receipt of the integer,
each player must decide between one of two actiemir or exit. By exiting a player
receives zero. By entering, he receives his nunfitbes partner exits and one-third of his
number if his partner also entérén this game, entry (non-cooperation) is the uaiqu
dominant strategy, but the social optimum is olgdinvhenonly the player with the
higher value enters (or just one enters in the oasetie). We conduct this treatment for

60 rounds with fixed pairsBoth players’ values are made public after eacimdo

Y For example, suppose the set of values is 1, Zamith an equal chance of each. If firms enter @aoa
3, then double entry occurs 4/9 of the time, noyeit9 of the time and single entry the remainirt@. By
switching to entry on 3 and waiting on 2, doublé&gnccurs only 1/9 of the time initially (when habhave
3s) and another 1/9 after waiting (when both haske 3ingle entry increases to 2/3 of the time with
entry still at 1/9.

2 While we refer to the other pair member as thetta" for brevity, the experimental instructionsoke
the more neutral phrase "the person with whom yetpaired".

% Kaplan and Ruffle (2012) conducted this same imeat for 80 rounds. Because play typically converge
well within 60 rounds, we opt for 60 rounds here.



We conduct this game under two experimental treatsnghat differ in the number of
stages available to players when deciding whetherbto enter. In th&lowtreatment,
players must decide simultaneously in a singlessbkegween enter and exit. PlayNow
is compared to play in a second two-stage gameemplayers are given the option of
waiting. We refer to this treatment ag/ait” In stage one oWait, each player decides
between one of three actions: enter, exit or wB{. waiting, the player avoids
committing to entering or exiting in stage 1. lre&tehe observes his partner’s stage-one
decision and then decides in stage two betweermbive actions: enter or exit.

Based upon whether players ultimately enter or, ¢x@ payoff structure ikVait is
identical to that ifNow. by exiting in either stage, the player receive®zBy entering in
either stage, he receives his number if his paeréed in either stage 1 or stage 2 and
one-third of his number if his partner also entaredither stage. IWait, entry remains
the unique dominant strategy, while the socialroptn again consists of only the player
with the higher value entering. Note that if plaayehoose not to make use of the waiting
option in the first stage, the game reduceNdov.

Overall, we find that althougtWait leads to a higher percentage of entry (a sign of
reduced cooperation), it also attains a higher ekegf efficient cooperation (where the
player with the higher number enters and the play#r the lower number stays out) and
higher average profits thadow. The cooperation and profit improvements occucesin
many subjects use the waiting option to coordimatee efficiently. For example, many
subjects who see their partner enter in stage ltmpkit in stage 2 to prevent double
entry.

While there are clear improvements for some subjectd the overall average
profits, the cumulative distributions of the panofits for the two treatments intersect
near 50%. More specifically, the pair profits inettower half ofNow stochastically
dominate those dVait A closer look at the data points to malevolersusf the waiting
option. Low-profit subjects who wait in the firstage often enter in the second stage
regardless of their value and their partner's-8tage decision, thereby illustrating the
potential for the cooperation-enhancing waitingapto backfire.

Our paper contributes to several strands of liteeatThe addition of the wait option

makes the timing of the player's decision to eoteexit endogenous. Hence, our paper



relates to the endogenous timing literature. In r@ouduopolies, when the timing of
guantity decisions is endogenous, players may pastpheir decisions in order to make
strategic use of other players' actions (see, kample, Hamilton, and Slutsky 1990).
Likewise, when publicly observable decisions reaggnts' private information, strategic
delay of decisions may also be an equilibrium (Edéamley and Gale 1994; Gul and
Lundholm 1995). Attempts to observe strategy defayhe laboratory have met with
mixed results (Huck, Muller, and Normann 2001, 20P2tters, Sefton and Vesterlund
2004; Ziegelmeyer et al. 2005; Fonseca and Norn2&M8). In our environment, we find
that the waiting option is indeed exploited but aletays to increase cooperation.

Our paper also contributes to the tragedy of thmrons literature (see Dietz, Ostrom,
and Stern 2003) and the ability of institutionsfaailitate cooperation (see Scholz and
Gray 1997; Ostrom 2009). First, our game is azdiversion of a discretized tragedy of
the commons dilemma: one can either fish or ndt, fisr instance. The social optimum
requires a reduction of fishing. While the coopemtsolution to the tragedy of the
commons requires that both parties curtail fishimgvoid depletion of the resource, the
cooperative solution in our game entails exactly party choosing not to fish. In repeated
settings, the implicit use of budgets to managésoaetions can help achieve cooperafion.
Staying out in some periods when one has low valllews one to build goodwill that can
be beneficial in periods in which one has a higlueand wishes to enter. This possibility
relates to work experimental work on the tragedyhef commons where self-governance
is possible (e.g., Ostrom, Walker and Gardner 1992)

The addition of the wait option to our game allows to examine how an
institutional change can affect cooperation amoagigs. OurWait treatment parallels
institutions in which others' actions are more $garent, whileNow is more similar to
institutions in which the moves of others are ogaqu

The next section introduces the experimental destgeatments and possible
strategies. In section 3, we detail the experinigntacedure. We present the results in
section 4. Section 5 concludes.

* Engelmann and Grimm (2012) examine a two-play#éingaggame where optimal cooperation requires one
to vote only when one’s private value is high. tastingly, they observe very little cooperationagd an
exogenous budget constraint is imposed.



2. Experimental Design

2.1. Treatments
The experiments were conducted in z-Tree (Fischdra2l07) with fixed pairs for 60
rounds preceded by five practice rounds in diffeqgarings. Each subject in the pair
privately receives an independently and randoméyvdrinteger between 1 and 5 in each
round. We conducted two treatments that differna humber of stages. The control
treatmentNow consists of a single stage in which players siamdbusly decide whether
to enter or exit. The decision to exit yields O,endns entry yields the value of the
number if the partner exits and 1/3 of the valu¢hef number if the partner also enters
(see Table 1 for a summary of the payoffs). Aftackeround, subjects observe their
partner's decision and value. The second treatriéait, consists of two stages. In the
first stage, each player decides simultaneouslythendgo enter, exit or wait. Waiting in
stage 1 allows the subject to observe his partstage-one decision before deciding in
stage 2 whether to enter or exit. Waiting is castlehe payoffs depend only on the
players’ final decisions to enter or exit. Thus fhayoff structure is identical to that in
Now.

Wait affords more favorable conditions for cooperatibrihe partner enters or exits
in stage 1, a cooperative subject who waits sinohlyoses the opposite action in stage 2.
If both wait, the game reverts to a one-stage gdouewith potentially different beliefs
about each other’s values. For example, if a stilgi@asistently waits only with a 3 or 4,
after seeing him wait, his partner would believat tthe subject has an equal chance of

either value rather than an equal chance of a3,£2and 5 as iNow.

2.2. Environment and hypothesis

The theoretical framework and properties of the-stiage game are presented in Kaplan
and Ruffle (2012). There are non-cooperative argpermative solutions to this game. The
Bayes-Nash equilibrium is to follow the dominamastgy of always entering for values

greater than zero (i.e., for all values in the pnégiame). One cooperative solution is for
one player to enter and the other to exit. In @aggd game, this cooperative solution can



take the form of players taking turns entering amiling® The pair's expected payoff
from playing the alternating strategy is 3. Anotbeoperative solution is for both players
to enter only with high numbers, such as 3, 4 anthis cutoff strategy yields a slightly

lower expected payoff of 2.88. Notwithstanding, Kepand Ruffle (2012) find it to be

the modal strategy.

In Wait, a stage-one strategy maps values into the posadbiens of enter, exit or
wait. Full cooperation (maximizing a pair's jointofits) entails monotonic stage-one
strategies. Namely, if the action for value x iseenthen the action for all values v>x is
also enter. Also, if the action for value x is wdften the action for all values v>x is
either wait or enter (see Appendix A for the prodifjs worth noting that, in contrast to
Now in which alternating is the joint-payoff-maximigrstrategy, turn taking between in
stage 1 can never be part of the social optimaWMait (see the last paragraph of
Appendix A for the proof).

Table 2 displays the joint expected payoffs &k possible pairings of the 21
monotonic strategies and alternating. To desciigenbonotonic strategies, we use the
following notation: the player exits with valuesttee left of the parentheses, waits with
values between the parentheses, and enters withs/ad the right of the parentheses. For
example, a player who employs the strategy 12(84j when he receives a value of 1
or 2, waits when he receives a value of 3 or 4,artdrs when he receives a value of 5. If
a player waits in the first stage, he enters insé@nd stage if the other player exited in
the first stage and exits if the other player esden the first stage. If both players chose
to wait in the first stage, it is assumed that teeploy the alternating strategy to resolve
which one enters in stage tRo.

Table 2 shows that several pairs of strategiessaelthe highest joint expected profit
of 3.60: 123()45-(12345), 12(3)45-(12345), 12()343345), where the dash separates
player 1's strategy from player 2's. This profitngpares favorably with the full-
information first-best expected surplus (i.e., otiilg player with the higher value enters)

® Turn taking has been observed in Zillante (20CHson et al. (2012), and Kaplan and Ruffle (2012).
® Other payoff-inferior, second-stage strategiestefior example, with the first-stage strategy #{83one
second-stage strategy is as follows. If the otleygy waited in the first stage, exit with a vabfe2, enter
with 4 and flip a coin with a value of 3. The jomtpected payoff given that both wait is 2.44, whless
than 3 obtained by alternating.



of 3.8. The first strategy pair above divides thpezted profit evenly between pair
members. Nonetheless, because all three of theeadimategy pairs are asymmetric, we
anticipate difficulty coordinating on them. Symmetistrategies are more likely to
emerge. From the diagonal in Table 2, the mostitallé symmetric strategies are
1(234)5 and 1(23)45 with joint expected profits3d33 and 3.44, respectively.

3. Experimental Procedures

All subjects were handed the instructions (see Afdpe B). After reading them by
themselves, the experimenter read them aloud. Buwrenthat the game was fully
understood, subjects answered a series of testiguesbout the game. Participation in
the experiment was contingent upon correctly ansgeall of the questions, which
everyone did. Before the actual game began, freetige rounds were conducted with
identical rules. To eliminate any strategic inflaerof the five practice rounds, subjects
were rematched with a different partner for thedp@®-round experiment, after which
they were paid.

Before beginning the sessions, we drew two randesoiences of 65 values (for the
60-round game and 5 practice rounds), one sequenceach pair member. We used
these sequences for all pairs in all sessions @atments. This eliminates the need to
control for the random variation in values acroagand treatments and allows us to
compare more cleanly the subject pairs’ decisions.

The subjects were students at Ben-Gurion UsityerSeventy subjects (35 fixed pairs)
participated inNow and 72 subjects (36 fixed pairs) participatedait A Now session
lasted about 90 minutes on average and/at session lasted about 120 minutes on
average. Subjects’ profits were converted to siseéieh fixed experimental-currency-to-
shekel ratio of 1:0.9. Subjects earned approximatél shekels on average (about $21
USD).

4. Results

The ability to postpone the entry decision in M&it treatment ought to facilitate
efficient coordination. Consequently, we expechldess entry and higher profits Wiait

than in Now. To the extent that players adopt the symmetridadly optimal cutoff



strategies, these conjectures will find supporthie data: for the strategies 1(234)5 and
1(23)45, the entry percentages are supposed t@%eahd 56%, respectively, with pair
profits per round of 3.53 and 3.44, while 12()3dads to entry of 60% and expected pair
profits of 2.88 per round.

4.1 Entry

Surprisingly and counter to our conjecture, a camspa of treatments according to the
overall percentage of entry (see the left pandlaiile 3) reveals a higher percentage of
entry decisions itWait (75.8%) than ifNow (71.0%). Subjects are 14 percentage points
(hereafter "p.p.") more likely to enter on a 1Vifait (35.4%) than iMNow (21.0%). This
gap between treatments grows to 21 p.p. on theevall@. In fact, higher entry iWwait
holds for all values except 3. If we treat eachesttls fraction of decisions corresponding
to enter as the unit of observation, then the remaspetric Wilcoxon-Mann-Whitney test
rejects the equality of the entry frequency disttibns (z=-1.99, p=0.047, n=142).

In Table 4, we report the estimates from two lingabability models on subjecs
decision to enter in periad Standard errors are clustered by subject, takitmaccount
possible correlation in the error terms acrossooksrdf play. Regression (1) includes only
an indicator variable for th@/ait treatment. The highly significant coefficient 0088
(p=0.026) confirms the significant difference bedweentry frequencies WaitandNow.
Despite a series of controls for game variables lagded play in regression (2), the
difference in entry frequency across treatmentsaresnaround 4 p.p. and highly
significant (p=0.026).

The indicator variable Valuel.5 equals 1 if subjéciperiodt value is 2, 3, 4 or 5
and O if it is 1. Similarly, Value2.5 equals 1 ilgecti's periodt value is 3, 4 or 5 and O
if it is 1 or 2 and so forth for Value3.5 and Value The estimated coefficients on
Valuel.5, Value2.5, Value3.5 and Value4.5 refléet inarginal propensity to enter on a

2, 3, 4 or 5, respectively. The highly significaigefficients reveal that subjects were

" In this and the preceding analysis, we focud/\fit subjects’ decision to enter or exit and disregard f
the time being whether the ultimate decision teeontcurred in stage 1 or 2. Also, because albbet of
the regressors are binary indicators, the sigmifieaand non-significance of all of our coefficieat all
robust to whether we use the linear probabilityoobit model (Angrist and Pischke 2010). We replogt
former for ease of interpretation.



increasingly more likely to enter on each additlorsdue. The likelihood of entering on a
3 is a whopping 43 p.p. higher than it is on a Be Tegression also reveals that the
subject's previous period entry and especially tiadtis partner are associated with a
higher likelihood of entry in the current periodilffects also appear to take into account
their partner's previous-period value in a conwlig manner: for every additional point
the partner received last period, the subject is fop. less likely to enter this period.
Finally, the highly significant coefficient of 0.1dn the indicator variable for play in the
final five rounds attests to a modest breakdowrdaperation as the known terminal
period approaches. No significant difference in flvepensity to enter is observed
between the first five rounds (or similarly for thiest 10 rounds (not shown)) and the
middle 50 (or middle 45) rounds.

4.2 Profits

Higher entry inWaitmay lead us to expect lower profits tharNiow.However, the mean
pair profit of 170.4 inWaitactually exceeds that of 163.8Now. If we express the mean
pair profit by treatment as a percentage of théif@ibrmation efficient outcome by
which only the high-value player enters (in theecakties only one player enters) using
the actual distribution of values drawn over ther@@nds,Wait subjects reach 73.1% of
this first-best social optimum on average, whiclsignificantly and nearly three p.p.
higher than the 70.3% obtained Wow (Wilcoxon-Mann-Whitneyz=-1.81, p = 0.07).
Both percentages greatly exceed the 52.6% earnedash play, attesting to the

relatively high levels of cooperation achieved ottbtreatments.

4.3 Outcomes and the use of waiting to aid in cooirtation

How did subjects inVait manage to earn higher profits despite such sedynimgh
levels of entry?Table 5 categorizes all game outcomes accordinghether only the
player with the higher value entered (efficient gexation), only the low-value player
entered (inefficient cooperation), both enteredufde entry) or neither entered (double
exit). The largest difference between the two tresits is that double exit (the lowest-
payoff outcome) is six p.p. higher Mow (8.9%) than inWait (2.9%). The missing six
p.p. inWait are picked up by double entry (3.6 p.p.) and sirgigy (an increase from



40.2% in Now to 42.5% inWait). A chi-square test of proportions shows that the
differences in percentages of the outcomes betweetreatments are highly significant
(x°=78.4, d.f.=3, p<0.01).

Increased efficient cooperation Wait is the result of lower-value subjects waiting
in stage 1 and, after observing their partner @ntstage 1, exiting in stage 2. The center
panel of Table 3 shows that waiting was the motéajesone decision for values 2 and 3,
comprising about 60% of the decisions in both cad&sting constitutes another 40% of
stage-one decisions when the subject received atiqugh, exit — the choice which
guarantees against double entry — is the modatel{db%). By contrast, exit occurs less
than 1% of the time on the highest values of 4&nalith waiting accounting for between
12% and 15% of decisions and entering amountir@p%0-87%. In short, subjects tend to
wait or exit on the lowest value of 1, wait on v&dW2 and 3, and enter with a 4 or 5.

The right panel of Table 3 shows that subjectsoWlthrough on their first-stage
waiting decision to avoid double exit and, to ss&sextent, double entry in the second
stage. After waiting in stage 1, subjects enterlpe00% of the time if their partners
exited in stage 1 (avoid double exit). Less emhdyi, stage-two exit frequencies vary
from a mere 7% with a value of 5 to 75% with a eabf 1 after observing the partner
entered in stage 1 (avoid double entry). When ptakiers wait, the resulting subgamse
strategically equivalent ttlow. However, having seen the partner’'s decision tdt wa
allows the player to update his beliefs about tteers value. Based upon the observed
waiting frequencies, the chance that the partnerahaalue of 4 or 5 is reduced from 40%
(ex antg to 14.5% (observed). Updating their beliefs abduwirt partners' values
accordingly provides a possible rationale for enteon lower values and may partially
account for the higher entry frequencies observedatues 1 and 2 iwait than inNow.

The above stage-two entry percentages presentziepihey range from 25% to an
alarming 93% after the partner entered in stagi/diting can be beneficial when used to
gather information to facilitate efficient coordtiea and a higher payoff for the pair. Yet
entry after seeing the partner enter implies wgitiras not adopted to avoid double entry.
Alternatively, perhaps waiting was invoked to ptmipartners who entered while

rewarding those who waited. But the fact that thieyepercentage is higher after seeing a

10



partner wait than after seeing him enter casts tdoubthis punishment explanatidn.
Instead, a subject who enters after seeing a padnter seems intent on entering
regardless of any information received after sthg&iven the intention to enter, why
wait rather than enter in the first place? The l\ikanswer is that waiting may be
perceived as a less egregious action than directtgring. Thus, by first waiting, the
subject wishes to appear cooperative to his partreger we will examine further this

strategy and its success.

4.4 Distribution of Pair Profits

As a prelude to assessing the success of varimteges, let us take a closer look at the
distribution of profits across treatments, currgmtiasked by the simple comparison of
mean profits discussed in Section 4.2. Figure gaksva relatively diffuse distribution of
pair profits in Wait compared to the highly concentrated distributionNaw. The
distribution of pair profits iWaitresembles a uniform distribution, whereas 71.4%ef
pairs inNow earned profits in the narrow range of 160 to 180fakt, the highest pair
profit was 181, meaning that not a single pair appén any of the three highest profit
categories. Contrast this with a highest pair prffi215.7 inWait and 31% of the pairs
that placed in the three highest profit categorfdsthe other extreme, the four lowest
earning pairs in the experiment with pair profifsl@5, 131, 131, 132 all originate from
Wait, below the lowest pair profit iNowof 135.

The upshot of these differences is that th&idigions of pairs' profits intersect near
50%. That is, about half of the pairs\ivait earned lower profits than pairs Mow. To
demonstrate the robustness of the intersection @setwthe two profit distributions,
avoiding it would require removing the nine pairghwthe lowest profits fronWait (out

of 36 pairs in total).

8t punishment motivated entry after waiting, weuldexpect the frequency of entry in different stagp
rise over the course of the experiment. No sucle tirand is observed. In fact, the frequency of geeed
entry is highest in the first 10 rounds (18.9% afoomes), falling to between 9.7% (rounds 21-3@) an
14.7% (rounds 31-40) for the remaining 10-rounctkéo

11



Why do so many pairs ifvait earn low profits, despite the better conditions for
coordination? To address this question, we anadlyzbe next two subsections how the

behavior of the low-profit subjects Wait differs from that of the high-profit subjects.

4.5 Individual Strategy Inference
Recall from Section 3 that there are 21 possiblaatanic cutoff strategies in stage 1
that condition on the subject's value. For eachestibve compare the ability of each of
the 21 monotonic cutoff strategies in Table 2 amel alternating strategy to classify
correctly subjects’ decisions in stage 1. The sgathat minimizes the number of errors
in classifying the subject’s observed decisionsléemed the strategy the subject most
likely employed. Table 6 presents the distributbbrthese best-fit strategies for stage 1 of
Wait (left panel) and foNow (right panel)’ For each strategy we denote the number of
subjects that employ the strategy (columff aphd the mean number of errors (deviations
from the strategy) by those who employed it (colBhn

In Wait, 86.5% of the subjects employ strategies that irevelaiting. The remaining
13.5% of subjects simply enter on all values (7.8%gnter on values 2-5 and exit on 1
(5.9%). Capturing 21/72 subjects, the strategy Y4@3s the most widely employed. It is
also the second most jointly profitable symmetiiategy, as evidenced by the high
realized mean profit of 95.6 (column 4 of Tables@jned by its adopters. The strategy of
(123)45 is the second most widely used strategly ®2t5/72 subjects using it. These two
strategies differ only in that 1(23)45 dictatestiexj on the value of 1 while (123)45 calls
for waiting. The latter choice to wait leads to Ewmean profits of 82.9. One lone
subject employed the joint profit-maximizing symnetstrategy of 1(234)5, while no
pair was found to play any of the asymmetric sgiat@airs that jointly earn more than
1(234)5. Nor did any pairs adopt the payoff-infeatiernating strategy iwait

° The inferred strategies are based on rounds &#85thus exclude decisions in the ten periods plyssi
influenced by learning in the initial rounds an@ #ndgame effect. The distributions of best-fiatstgies
are highly robust to other ranges of included mkrjsuch as all 60 rounds, the first 50 or 55 rsuanttl the
last 50 rounds.

19 For several subjects, two strategies tied forféheest errors. In these cases, we assign eachttiegy
a share of one-half.

12



The subject's profit along with that of histpar (column 5) attest to the pairs' degree
of cooperation. Paired partners in which at least pair member followed the strategy
1(23)45 earned similarly high profits, implying &lh level of cooperation. Those who
followed the strategy 1(23)45 recorded the fewesviations from their inferred
strategy:' Tracking this strategy to stage 2, subjects orvthele appear to be playing
the strategy 1(2/3)45 (wait and exit with valuen@it and enter with value 3 when the
partner also waited).

The right panel of Table 6 displays the bessftrategies for subjects in tidow
treatment. Forty-four of 70 (62%) subjects emplottesl strategy 12()345, meaning they
exited on values 1 and 2, and entered on valudsa®d 5. In striking contrast, not a
single subject utilized this strategy\ait in which the waiting option is available. Only
two pairs of subjects used the alternating straidggpite it being the most profitable
strategy in this treatment.

The dominant strategy of "always enter" was leggdl by twice as many subjects in
Now as inWait (15% and 7.6% respectively). Wait, the mean subject profit for the
strategy ()12345 (always enter) of only 65.0 is@trb0% below the mean subject profit
for 1(23)45 of 95.6. IlNow, the mean subject profit for the always entertstya of 76.4
is 11% below the mean profit of 84.5 for socialfgtimal cutoff strategy of 12()345 and
12% below the mean profit of 85.3 from alternatin@ooperative subjects earn

substantially more than uncooperative subjecte@aly in theWait treatment.

4.6 Behavior of Low-Profit Subjects inWait
Overall, the possible sources of low profitsWhait are inefficient cooperation, double

exit and double entry outcomes. Yet, we saw theffizient cooperation and double

™ Overall, the error rates are low for most straegihereby attesting to the effectiveness of shigple
technique in capturing subjects' behavior. Of tB8decisions made by the 72 subjects\Viait between
rounds 6-55, 3132 (or 87%) correspond to the hestrhtegy inferred for each subject compared2a03
out of the 3500 (or 92%) decisions made by the utflests inNow. With a binary decision ilNow, the
percentage of errors iNow is naturally lower than iWait The addition of the waiting option Wait
increases the number of monotonic pure-strategyffsurom six inNowto 21 inWait.

13



exiting occur with strikingly low frequency iWait (1.6% and 2.9% respectively
according to Table 4). Double entry, on the cogtraccounts for 51% of the outcomes,
57.3% of which arise from both subjects enteringtiage 1, 18.2% from both subjects
entering in stage 2, and a troubling 24.5% fromesttb entering in different stages. The
percentages of double entry in stage 2 and espe@alry in different stages are
distressingly high and attest to uncooperativegiecs.

An analysis of the second-stage decisions showas dhbjects do not necessarily
choose the action opposite to their partner's-$itatje action. When paired subjects both
wait in stage 1, Table 7 reveals that they tenehter in stage 2 when their value is 5 or 4
(and in most cases when their value is 3). Whei ttadue is 1 or 2, the likelihood of
entry differs dramatically between subjects andighly negatively correlated with the
degree of cooperation and profits achieved by #ie por example, we see from Table 7
that for the three lowest pair profit categories.(iprofits below 180), entry is the modal
stage-two decision after the partner waited inestador all five values. By contrast, exit
is the modal decision on a value of 1 for the sdduighest profit category and on values
1 and 2 for the highest profit category.

The differences in entry percentages across peafiégories for a given value are
even more stark conditional on the partner entenngtage 1 (Table 8). Despite the
partner having already visibly entered in stagesubject pairs in the lowest profit
category nonetheless enter with a frequency of%6@i a value of 1, increasing to 100%
on values 4 and 5. Moving across the table, thesg &equencies drop dramatically for
the second-highest and highest profit categoriesieither of these profit categories did
anyone enter on a value of 1. No entry also halds fvalue of 2 for the highest category.
In fact, among the highest profit pairs, the eritegiuency increases to only 11.1% on a
value of 4.

Moreover, Tables 7 and 8 both attest to sharp asa® in the entry percentage after
waiting as the value increases for the two higipestit categories of 180-199 and 200-
220. However, for the three lower profit categorierstry percentages begin much higher
and rise more modestly as the value increasesthier evords, successful subject pairs
condition their second-stage entry decision onrtiieiue and their partners' first-stage

decision, whereas lower profit pairs tend to diardgoth of these and enter in stage two.
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The individual strategy analysis allows us to exsmihis behavior in more detail.
Although, as already noted, fewer subjects empldgédays enter" inVait (5.5 subjects
versus 10.5 ilNow), another 5.5 subjects played "always wait". Wejectured that its
likely reason is to feign cooperative behavior. ded, looking at the second-to-last
column of Table 6, those classified as “always Wdi2345) entered an astonishing 98%
of the time compared to 89% entry by “always entaumbjects inWait and 87% by
“always enter” subjects ilNow. That is, the always wait subjects are wholly
uncooperative — even more so than those who plasyal enter. The availability of the
waiting option seems to attract the least coopezdtipes and, under the guise of waiting
to decide, entices them to behave even more uncatopdy than they would in the
absence of this option.

Now the natural question to ask is: were they ss&foé in their attempt to deceive
their partners? The last column of Table 6 revehds their uncooperativeness was
reciprocated with entry of 90% by their partnerhisTcompares with entry of 85% by
partners paired against “always enter'Vifait and 82% against “always enter” Now.
Hence, subjects’ attempt to deceive was foileditgatb low profits for themselves and
the pair overall. The addition of the waiting optitailed to conceal uncooperativeness
whether in the form of always enter or always @ibwed by entry.

5 Conclusions

This paper examines experimentally how the optibnwaiting affects cooperation.
Although subjects entered more often in Wait treatment for almost all entry values,
the timing of the entry enabled paired players to achieveghen degree of cooperation
and ultimately higher profits iWVait. Thus, the ability to time decisions plays a crucial
role in resolving in cooperative dilemmas.

Yet, a closer look at the distribution of sudtg profits reveals that while profits in
Waitwere higher on average, nearly half of the subjectkis treatment earned less than
in Now. The dark side of the waiting option is that thi®ltalesigned to enhance
cooperation helps only those with a desire to craipe selfish individuals exploit the

waiting option in an attempt to disguise their ungerative behavior.
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Table 1 — Payoff Matrix

Player with value B
Stage 1 enter exit wait

stage -

Stage 2 enter exit

enter 1/3A, 1/3B A0 1/3A, 1/3B A0

Player with exit 0.B 0,0 0,B 0,0

value A ) enter 1/3A, 1/3B A0 1/3A, 1/3B A0
wait

exit 0B 0,0 0,B 0,0

Table 3

Left Panel - frequency of entry given the subject's own vétwéVaitandNowtreatments

Center Panel —distribution of stage 1 entry, wait and exit demis inWaittreatment for each value.
Right Panel— conditional probability of entry in stage 2Whaittreatment given subject's own value and partnexgesl decision.

Overall Entry

Stage 1 Decision

Entry Frequency in Stage 2
given Partner's Stage 1 Decision

Value Wait Now Entry Wait Exit Entry Wait Exit

1 35.4% 21.0% 15.5% 39.4% 45.1% | 25.4% 59.1% 97.5%

2 53.6% 32.2% | 23.8% 61.9% 14.3%| 28.4% 58.2% 100.09

3 81.1% 91.6% 39.5% 59.9% 0.5% 40.0% 91.7% 100.09

4 98.1% 96.6% 84.8% 14.9% 0.3% 74.5% 100.0% 100.09

0, 0,

5 98.9% 96796 | SO0 | 12 e | 033% | 1000%| 10008
Overall 75.8% 71.0% 36.6% 63.4% 10.8%| 39.4% 80.0% 99.5%
Obs 4320 4200 1581 2274 465 734 664 18]

17



Table 2

The joint expected payoffs for any pair of str&éegamong 21 monotonstrategies and alternating/it treatment)

Player 2
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22
12345() 1234(5) 1234()5 123(45) 123(4)5 123()45 12(345) 12(34)5 12(3)45 12()345 1(2345) 1(234)5 1(23)45 1(2)345 1()2345 [12345] (1234)5 (123)45 (12)345 (1)2345 (12345 | Alternate

1 12345() 0.00 1.00 1.00 1.80 1.80 1.80 240 2.40 2.40 240 2.80 2.80 2.80 2.80 2.80 3.00 3.00 3.00 3.00 3.00 3.00 150
2 1234(5) 1.00 1.80 1.80 242 242 2.40 2.86 2.86 284 2.80 3.12 292 3.10 3.06 3.00 3.20 3.20 3.18 3.28 3.14 3.00 2.00
3 1234()5 1.00 1.80 173 2.44 237 2.29 292 2.85 277 2.68 3.24 3.17 3.09 3.00 2.89 3.40 3.33 3.25 3.16 3.05 293 1.97
4 123(45) 1.80 242 244 2.88 29 2.88 3.18 3.20 3.18 3.12 3.32 3.34 3.32 3.26 3.16 3.30 3.32 3.30 3.24 3.14 3.00 240
5 123(4)5 1.80 242 237 2.90 2.85 277 3.24 3.19 3.11 3.00 3.44 3.39 3.21 3.20 3.05 3.50 3.45 3.37 3.26 3.11 293 237
6 123()45 1.80 240 229 2.88 277 264 324 3.13 3.00 284 3.48 3.37 3.24 3.08 2.89 3.60 3.49 3.36 3.20 3.01 2.80 2.30
7 12(345) 2.40 2.86 292 3.18 3.24 324 3.36 3.42 3.42 3.36 3.40 3.46 3.46 3.40 3.28 3.30 3.36 3.36 3.30 3.18 3.00 270
8 12(34)5 2.40 2.86 2.85 3.20 3.19 3.13 3.42 341 3.35 324 352 351 3.45 3.34 3.17 3.50 3.49 3.43 3.32 331 293 267
9 12(3)45 2.40 2.84 277 3.18 3.11 3.00 342 3.35 3.24 3.08 3.56 3.49 3.38 3.22 3.01 3.60 3.53 3.42 3.26 3.05 2.80 2.60
10 12()345 2.40 2.80 2.68 3.12 3.00 2.84 3.36 3.24 3.08 2.88 3.52 3.40 3.24 3.04 2.80 3.60 3.48 3.32 3.12 2.88 2.60 250
g 11 1(2345) 2.80 3.12 324 3.32 3.44 3.48 3.40 3.52 3.56 352 2.80 3.48 3.56 3.48 3.36 3.20 3.32 3.36 3.32 3.20 3.00 2.90
g 12 1(234)5 2.80 292 3.17 3.34 3.39 3.37 3.46 3.51 3.49 3.40 3.48 Bi5s) 3.51 342 3.25 3.40 3.45 3.43 3.46 3.17 293 2.87
13 1(23)45 2.80 3.10 3.09 3.32 3.21 3.24 3.46 3.45 3.38 3.24 3.56 3.51 3.44 3.30 3.09 3.50 3.49 3.42 3.28 3.07 2.80 2.80
14 1(2)345 2.80 3.06 3.00 3.26 3.20 3.08 3.40 3.34 3.22 3.04 3.48 3.42 3.30 3.12 2.88 3.50 3.44 3.32 3.14 2.90 2.60 2.70
15 1()2345 2.80 3.00 2.89 3.16 3.05 2.89 3.28 3.17 3.01 2.80 3.36 3.25 3.09 2.88 261 3.40 3.29 3.13 292 2.65 2.33 257
16 (12345) 3.00 3.20 3.40 3.30 3.50 3.60 3.30 3.50 3.60 3.60 3.20 3.40 3.50 3.50 3.40 3.00 3.20 3.30 3.30 3.20 3.00 3.00
17 (1234)5 3.00 3.20 3.33 3.32 3.45 3.49 3.36 3.49 3.53 3.48 3.32 3.45 3.49 3.44 3.29 3.20 3.33 3.37 3.32 3.17 293 297
18 (123)45 3.00 3.18 3.25 3.30 3.37 3.36 3.36 3.43 3.42 3.32 3.36 3.43 3.42 3.32 3.13 3.30 3.37 3.36 3.34 3.07 2.80 2.90
19 (12)345 3.00 3.28 3.16 3.24 3.26 3.20 3.30 3.32 3.26 3.12 3.32 3.46 3.28 3.14 292 3.30 3.32 3.34 3.12 2.90 2.60 2.80
20 (1)2345 3.00 3.14 3.05 3.14 311 3.01 3.18 331 3.05 2.88 3.20 3.17 3.07 2.90 2.65 3.20 3.17 3.07 2.90 2.65 2.33 267
21 (012345 3.00 3.00 293 3.00 293 2.80 3.00 293 2.80 2.60 3.00 293 2.80 2.60 233 3.00 293 2.80 2.60 233 2.00 250
22 Alternate 150 2.00 197 2.40 237 2.30 270 2.67 2.60 250 2.90 2.87 2.80 270 257 3.00 297 2.90 2.80 267 2.50 3.00

Notation - The
employs the strategy 12(34)5, exits when he resevealue of 1 or 2, waits on values of 3 and 4emtdrs when he receives.a 5

player exits on values to the ldftlee parentheses, waits on values in the paresshesd enters on values to the right of the plaeses. For example, a player w
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Table 4 Dependent variable - enter;; equals 1
Linear Probability Model on overall decision to ent if subjecti entered in period and
Redressor (1) (2) equals 0 if subject exited in period
9 M.E. M.E. _ _ o
] 048* 040 Wait equals 1 if observation is fron
Wait (.010) (.018) Waitand O if fromNow
144%**
Valuel.5 - Valuel.5 equals 1 if subjedts period
(.022)
4345 t value is 2, 3, 4 or 5 and equals Ofi
Value2.5 - value is 1. SimilarlyValue2.5 equals
(.029)
110+ 1 for values 3, 4 or 5 and 0 otherwis|
Value3.5 - ' and so forth for Value3.5 and
(.016)
0'22*** Value4.5
Value4.5 - '
(.005) N
033+ enter;.;, enter;.; are subject’s and
entefiyy — '( 015) his partner's previous period ent
- decisions
*k%k
enter; - '%%119)
- 638*** value;..; is partner's previous perio
value;, - ) (.004) value (from 1 to 5)
Yalue—iv‘-l — '00318* value, . -enter ., is interaction term
enter.is; (.018) between partner's previous perig
firsts — ("](_)éé) value and entry decision
last5 — -1%?:* first5 equals 1 if rounds 1-Sast5
(.014) equals 1 if rounds 56-60, O otherwis
constant 0.710 .260
(0.013) (.037) ** p_value less than .01
Obs 8520 8378 ** p-value less than .05
Adi R? 003 443 * p-value less than .10
I . .
Table 5
Percentage of outcomes by treatment
Outcome Now Wait
efficient cooperation 37.3% 40.9%
inefficient cooperation 2.9% 1.6%
double entry 51.0% 54.6%
double exit 8.9% 2.9%
Total 100.0% 100.0%

I

=

Double entry - both subjects enter
Double exit - both subjects exit

while the other subject exits
Inefficient cooperation -
while the other subject exits

Efficient cooperation — the subject with the highalue enters

the subject with the lowelue enters

19



Table 6

Distribution of strategies, mean own and partmeesin profit and mean fraction of errors by stratmgy treatment, rounds range 6-55

Wait Now
cuategy | plgea | Fracionor | wean | et | SbRce | Pt | My | Froctonet | wean | e | ey | Poe
strategy partner stages) both stages) strategy partner percent

12 (3) 45 7 .07 96 93.4 62.9% 66.0% - - - -

1 (2345) 0.5 .36 63.7 75.7 88.3% 98.3% - - - -

1(234)5 1 .08 92 123.7 45.0% 51.7% - - - -
2 1 (23) 45 21 .08 95.6 92.6 63.9% 65.4% - - - -
§ 1(2) 345 0.25 .20 81.3 82.3 73.3% 76.7% - - - -
% (12345) 55 .26 69 64.5 97.8% 90.0% - - - -
E (1234) 5 1 42 82.7 60.7 96.7% 73.3% - - - -

(123) 45 12.5 .14 82.9 80.1 79.4% 74.4% - - - -

(12) 345 8.75 .15 82.2 79.4 82.0% 81.0% - - - -

(1) 2345 4.75 .10 74.2 75.5 86.4% 85.3% - - - -
o () 12345 55 .18 65 70.8 88.6% 85.5% 10.5 13 76.4] 70.8 87.3% 81.8%
% 1() 2345 4.25 .15 76.4 80.3 84.2% 89.6% 11 .10 575. 77.3 80.0% 82.1%
i 12 () 345 - - - - 44 15, 84.5 85.3 66.5% 67.6%
§ 123 () 45 - - - - 0.5 .16 77.7 87.3 56.7% 60.0%
'é 1234 ()5 - - - - - - - -
3 12345 () - - - - - - - -

alternating - - - - 4 .14 85.3 85.3 55.8% 55.8%
Average Total 72 .13 85.2 85.2 75.8% 75.8% Total 70 .08 81.9 81.9 71.0% 71.0%
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Table 7

Percentage of entry decisions in stag®Vaif), conditional on partner waiting in stage 1, bgffir

category and value

sl

Value /
Profit 120-139 140-159 160-179 180-199 200-220 Over
category
Perc. Obs. Perc. Obs. Perc. Obs Perc. Obs. Perc| Obs.
1 86.7% 45 54.5% 33 54.8% 31 25.0% 24 25.0% 4 59.1%
2 87.5% 40 90.0% 20 88.2% 17 50.9% 55 30.3% 33 58.2%
3 98.2% 55 | 100.0% | 24 | 100.0% | 14 92.8% 83 77.4% 53 91.7%
4 100.0% 46 | 100.0% | 10 | 100.0% 100.0% 100.0% 100.0%
5 100.0% | 42 | 100.0% 8 100.0% 6 100.0% 100.0% 100.0%
Number 7 8 6 9 6 36
of pairs
Table 8
Percentage of entry decisions in stag®Vaif), conditional on partner entering in stage 1, tfip
category and value
Value /
Profit 120-139 140-159 160-179 180-199 200-220 Overpl
category
Perc. Obs. Perc. Obs. Perc. Obs| Perc. Obs. Perd. Obs.
1 66.7% 21 | 25.5% 47 12.9% 31 0.0% 3 0.0% 7 27.5%
2 93.9% 33 | 67.5% | 40 15.7% 51 6.7% 30 0.0% 44 34.3%
3 93.1% 29 | 90.3% | 31 64.5% 31 24.1% 29 4.5% 66 45.7%
4 100.0% 19 | 80.0% 15 | 100.0% 50.0% 11.1% 76.5%
5 100.0% | 27 | 88.9% 9 100.0% 3 100.0% 1 60.0% 93.3%
Number
of pairs 7 8 6 9 6 36
Figure 1 - Distributions of Pair Profits by Treatment
045 -
0.40 -
BNOW mean 163.8, s.d.12.5
035 A BWait mean 170.4, s.d.26.1
0.30 A
0.25 -
0.20 -
0.15 -
0.10 A
0.05 -
0.00 - l

120-130

130-140 140-150 150-160

Pair profit
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Appendix A: Monotonic Strategies

Proposition: The pair’s joint profits are maximized by each paiember using a
monotonic strategy in the first stage of the twagst This will never entail the

degenerate case of one player always entering la@ather always exiting.

Proof: More general than our simple game, suppose that pkayer receives a
randomly drawn integer betwearandb inclusive where the probability of receiving
a number X idlx (wherellx> 0 andyxda..b} [Ix = 1). By exiting a player receives zero
and entering he receives his number if the othayepl exits, but receives some
function f(x) increasing in his number, X, if bathter (in stage 1 or in stage 2). We
assume that f(x) is strictly less than his numbénd f'(x)<1); hence entry imposes a
negative externality on the other player. We alssume that if it is profitable for a
player to enter alone (that is, his value is gretitan zero), then it is also profitable
for him to enter when his partner enters (f > Ovialues greater than zero).

The cooperative solution is given by the pair oatgtgies that maximizes the sum
of the players’ expected payoffs. If the player tediin stage 1, we assume he will
enter and receive his number if his partner exitedtage 1, and he will exit and
receive zero if his partner entered in stage 1.

Suppose the partner enters with probability p(yd amits with probability t(y)
when his number is y. The value of both waiting aptimally cooperating in the
second stage is z(x,y), which is weakly increasmg and weakly decreasing in y
(from the cutoff strategies found in the one-stggeme in Kaplan and Ruffle, 2012).

The joint expected payoff to entering in stage thwiumber x is,

3 TLEXA— PO) )+ P09 + F(y)+ % ty)}

The joint expected payoff to exiting out in stageith number x is

2o TLAYRY) +y- t)

The joint expected payoff to waiting in stage 1 hwinumber Xx is
2 TLIXA= pOy) — 1) + YY)+t Z X )}

ye{ab}
First, note that Yy ecant(z(x+1,y) —z(%y)) < Xyetan t()- If
Yyelap} tON(z(x+ 1L,y) —2(%,y)) > Xyeap; t(y), then we can use the same

entry/exit decisions for the first player for x+1ithvx and do better since any benefit
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due to player 1 receiving x or f(x) when the secptayer waits must be r*x+qg*f(x)
where r+e&l, hence the derivative r+qf'(x). This would contradict the assumption
that z(x,y) entails optimal cooperation.

We now see that the cooperative solution entailsatanic strategies. This is
because if the joint expected payoff to enteringyrisater than the joint expected
payoff to waiting for x, then it also holds for amglue greater than x. And likewise if
the joint expected payoff to waiting exceeds thetjexpected payoff to exiting.

We still have to worry about the case of indiffesenbetween waiting and
entering for several values of x. Indifference ascaonly if the partner always stays
out. The pair then earns the same whether the ipeayers or waits and then enters.
In a repeated game, one player always exiting hadther always entering can take
the form of alternating. As long as the upper bowfidone player L's range of
numbers strictly exceeds the lower bound of higngarH's range of numbers (and
vice-versa), always exiting and alternating in tepeated game can never be socially
optimal since the player always exiting (playerdan wait with his highest number
and the player always entering (player H) can wath any number strictly below
that number. Whenever both players wait, playeniers and player H exits in stage

2 to obtain a higher joint payoff than from playealways exiting.

Appendix B: Instructions Sheets

Wait Treatment - Instructions Sheet

Welcome

The experiment in which you will participate invels the study of decision-making. If
you follow the instructions carefully and make wicisions, you may earn a considerable
amount of money. Your earnings depend on your @ewsAll of your decisions will remain
anonymous and will be collected through a compiggwork. Your choices are to be made at
the computer at which you are seated. Your earnimdjsbe revealed to you as they
accumulate during the course of the experiment.rYatal earnings from the experiment will
be paid to you, in cash, at the end of the experime

You are requested not to talk to one another atiamgyduring the experiment. If you have
any questions, raise your hand and a monitor vgist you. It is important that you
understand the instructions. Misunderstandingsreaalt in lower earnings. Finally, we ask
that even after the experiment is over you notudiscthe details of this experiment with
anyone.

There are several experiments of the same typegaitace at the same time in this room.

This experiment consists of 60 rounds. You will f&ired with another anonymous
person. This person will remain the same for alt@ihds.
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Your information

At the beginning of each round, you and the pensth whom you are paired each
receives a randomly drawn number between 1 andlgsine. You will see your number, and
learn the other person's number only after thedans.

Decision Stage 1

After you've seen your number and the other pelns@nseen his number, each of you must
decide separately between one of three actionsr,ait or wait.

Decision Stage 2

If you choose to wait in stage 1 and the othergerhooses to enter or exit, you will see
his decision after stage 1 ends. Then in stageu2nyast decide between one of two actions:
enter or exit.

If you choose to enter or exit in stage 1 and ttiieroperson chooses to wait, he will see
your decision after stage 1 ends. Then in stadre Dther person must decide between one of
two actions: enter or exit.

If you both choose to wait in stage 1, in stagea2heof you must decide separately
between one of two actions: enter or exit.

In other words, each person must ultimately dewitlether to enter or exit. Each person
may decide to enter or exit in stage 1 or waitlstige 2 to decide whether to enter or exit
after observing the other person's decision inesiag

Round Profit

At the end of each round, your number, your deoiseind the other person’s decision
determine your round profit in the following way.

- If you both chose to exit (in either stage 1tage 2), then you both receive zero points.

- If you chose to exit (in either stage 1 or st2yeand the other person chose to enter (in
either stage 1 or stage 2), then you receive zemtgpand the other person receives points
equal to his number.

- If you chose to enter (in either stage 1 or s@gand the other person chose to exit (in stage
1 or stage 2), you receive points equal to your bemand the other person receives zero
points.

- If you both chose to enter (in stage 1 or stageéh2n you receive points equal to one-third
of your number and the other person receives peital to one-third of his number.

The table below summarizes the payoff structur@p8se you receive a number, X, and the
other person receives a number, y. The round prigit each of the given pair of decisions
are indicated in the table below. The number prieceithe comma refers to your round profit;

the number after the comma is the other personisdrofit.

After you have both made your decisions for thentchyou will see the amount of points you
have earned for the round, the other person's nuarzethe other person’s decision. Please
record these results from each round in your PatdRacord Sheets. When you are ready to
begin the next round, press Continue.

Other Person

24



Enter Exit
(stage 1 or 2) (stage 1 or 2)

Enter
x/3, yI3 X, 0
(stage 1 or 2)
You i
Exit
0,y 0,0
(stage 1 or 2)

Total Payment

Each round follows this same sequence of eventshé\end of the experiment, you will
be paid your accumulated earnings from the expetirme cash. Each point earned in the
experiment is equivalent to 0.9 shekels. While éaenings are being counted, you will be
prompted to complete a questionnaire.

Prior to the beginning of the experiment, you wpiirtake in five practice rounds. The
profits earned in these practice rounds will noirttuded in your payment. The rules of the
practice rounds are otherwise identical to thosethaf experiment in which you will
participate. The purpose of the practice roundto ifamiliarize you with the rules of the
experiment and the computer interface. Note waelt for the purpose of the practice rounds,
you will be paired with a different person from thetual experiment.

Thank you for your participation

Now Treatment — Instructions Sheet

Welcome

The experiment in which you will participate inveks the study of decision-making. If
you follow the instructions carefully and make wicisions, you may earn a considerable
amount of money. Your earnings depend on your @ewEsAll of your decisions will remain
anonymous and will be collected through a compiggwork. Your choices are to be made at
the computer at which you are seated. Your earnimdjsbe revealed to you as they
accumulate during the course of the experimentr Yatal earnings from the experiment will
be paid to you, in cash, at the end of the experime

You are requested not to talk to one another atiamg/during the experiment. If you have
any questions, raise your hand and a monitor vgist you. It is important that you
understand the instructions. Misunderstandingsreaalt in lower earnings. Finally, we ask
that even after the experiment is over you notudiscthe details of this experiment with
anyone.

There are several experiments of the same typedaitace at the same time in this room.

This experiment consists of 60 rounds. You will jp@red with another anonymous
person. This person will remain the same for alt@ihds.

Your information

At the beginning of each round, you and the pensith whom you are paired each
receives a randomly drawn number between 1 andl@sine. You will see your number, and
learn the other person’'s number only after thedams.

Decision stage
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After you've seen your number and the other pelns@nseen his number, each of you must
decide separately between one of two actions: entexit.

Round Profit

At the end of each round, your number, your denisimd the other person’s decision
determine your round profit in the following way.

- If you both chose to exit, then you both receigeo points.

- If you chose to exit and the other person chosmnter, then you receive zero points and the
other person receives points equal to his number.

- If you chose to enter and the other person chosxit, you receive points equal to your
number and the other person receives zero points.

- If you both chose to enter, then you receive fgoagual to one-third of your number and the
other person receives points equal to one-thitdohumber.

The table below summarizes the payoff structur@p8se you receive a humber, X, and the
other person receives a number, y. The round pridit each of the given pair of decisions
are indicated in the table below. The number priecethe comma refers to your round profit;

the number after the comma is the other personisd @rofit.

Other Person

Enter Exit
Enter x/3, y/3 X, 0

You i
Exit 0,y 0,0

After you have both made your decisions for thentchyou will see the amount of points you
have earned for the round and the other persorcsida and number. Please record these
results from each round in your Personal RecorcetSh&Vhen you are ready to begin the
next round, press Continue.

Total Payment

Each round follows this same sequence of eventsheé\end of the experiment, you will
be paid your accumulated earnings from the expetirme cash. Each point earned in the
experiment is equivalent to 0.9 shekels. While ¢aenings are being counted, you will be
prompted to complete a questionnaire.

Prior to the beginning of the experiment, you vpdirtake in five practice rounds. The
profits earned in these practice rounds will noirttuded in your payment. The rules of the
practice rounds are otherwise identical to thosethaf experiment in which you will
participate. The purpose of the practice roundto ifamiliarize you with the rules of the
experiment and the computer interface. Note waelt for the purpose of the practice rounds,
you will be paired with a different person from thetual experiment.

Thank you for your participation
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