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Abstract

Employment protection legislation (EPL) policies are in use throughout the devel-
oped world but their role in the transmission of macroeconomic shocks into the real
economy is mostly unstudied. We illustrate the potential role of these policies as am-
plifiers of macroeconomic shocks in a simple search and matching model which indi-
cates that strict EPL can lead to factor-misallocation-induced output losses in the pres-
ence of adverse shocks. We then perform a quasi-natural experiment which utilizes
global credit supply shocks, especially the large ones observed in the recent financial
crisis, to study this role within a non-linear, state-dependent panel fixed-effects local
projections framework using a panel of 21 OECD economies. We show that strict EPL
is associated with a weaker initial response of the labor market, which is followed by
a stronger and more persistent decline in real output as well as a slower return of un-
employment and hours worked to their pre-shock levels. The stronger output decline
can be mostly explained by a stronger fall in aggregate total factor productivity (TFP),
suggesting that EPL strictness may hinder reallocation and thus act as a shock ampli-
fier which prevents the recovery of output via persistent factor-misallocation-induced
TFP losses.
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1 Introduction

How does employment protection legislation (EPL) affect the transmission of macroeco-

nomic shocks? EPL is a widely used policy device in developed economies and it is an

important institutional factor in the modern labor market. Most of the policy debate re-

garding EPL is centered around two main issues: its effects on long-term macroeconomic

performance on the one hand, and its significance for microeconomic outcomes in the

labor market on the other hand.1 However, the use of such a policy device in times of

economic adversity may alter the impact of macroeconomic shocks, influence their trans-

mission mechanisms, and affect recovery.

What This Paper Does. Our aim in this paper is to explore the potential link between

EPL and economic resilience. (We use the latter term in reference to an economy’s ability

to withstand macroeconomic shocks.) To accomplish this goal, this paper unfolds in two

parts. First, we demonstrate the capacity of EPL to affect business cycle dynamics using

a simple search and matching model which incorporates termination costs and advance

notice. The model serves to show that strict EPL slows overall job flows in the economy

and thus dampens the decrease in employment resulting from an adverse shock. Nev-

ertheless, it does so at the cost of a decline in total factor productivity (TFP) stemming

from factor misallocation. As such, the model highlights two channels of influence by

which strict EPL affects the economy’s resilience: a slower job flow based channel and a

factor-misallocation-induced TFP channel. Following an adverse shock, these two chan-

nels affect output in conflicting directions, with the former moderating the decline in

output and the latter amplifying it. While for the baseline calibration the former chan-

1The literature on EPL is vast and encompasses various fields, ranging from labor and political eco-
nomics to macroeconomics; our focus in this paper is on the macroeconomic aspect of EPL and therefore
we do not discuss much of the literature concerning EPL from other perspectives. For a comprehensive
overview of this literature see Skedinger (2010) or chapter 10 in Boeri and van Ours (2013).
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nel dominates the latter, the key takeaway from our model is the formal theory-rooted

motivation for empirically studying these two conflicting mechanisms in the data.

Second, we utilize global shifts in credit conditions to conduct a quasi-natural exper-

iment capable of uncovering the effects and propagation of such shifts into output and

labor markets of economies exhibiting different levels of EPL. The central motivation for

our empirical approach rests on the fact that the recent global financial crisis had a consid-

erable effect on developed economies and that most of these economies vary substantially

with respect to their labor market policies. We carry out this analysis by estimating state-

dependent impulse response functions to the shock for measures of real activity and labor

market activity. Our identification approach adapts the local projections method devel-

oped in Jorda (2005) to a panel setting, as in Auerbach and Gorodnichenko (2012), where

inference is based on Driscoll and Kraay (1998) standard errors which control for tempo-

ral and cross-sectional correlation in the error term.

The main results from our empirical analysis can be summarized as follows. A strict

EPL regime reduces the initial effect of the shock on the labor market, leading to a smaller

and slower rise in unemployment, a smaller drop in employment, and to more stability

in terms of labor-force participation. However, from roughly the 1.5-year mark onwards,

economies under a strict EPL regime experience a stronger and more persistent decline

in real output. The drop in output is in the opposite direction to the effect on employ-

ment and too fast and sizable to be accounted for by a differential decline in capital stock,

which leads us to suspect a drop in TFP is taking place under the strict EPL regime. Such

a drop is indeed evident in the data and is statistically significant. We further demon-

strate that this sequence of differential responses in the labor market, real output, and

TFP is statistically significant and robust to various choices of specifications, and sam-

ples. These results indicate that the transmission channels suggested by theory regarding

the significance of EPL for business cycle dynamics are present in the data and that the
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amplification channel via a TFP decline is quantitatively dominant. Interpreted through

the lens of the model from Section 2, this amplification mechanism has its roots in EPL’s

contribution to increased misallocation of labor.

Literature Review. This paper is most closely related to the literature on labor market

institutions and their interaction with macroeconomic shocks. The work of Blanchard and

Wolfers (2000) describes how changes in European unemployment data can be explained

by the interactions the institutional factors in the labor market with various shocks. In ad-

dition to the long-term changes in unemployment, institutional factors had been linked

to macroeconomic volatilities (e.g., Gnocchi et al. (2015) and Rumler and Scharler (2011)).

The interaction between EPL and the business cycle has also been studied in Nunziata

(2003) which demonstrates empirically and theoretically that strictness of EPL lowers

the output elasticity of employment. Along this line, Duval and Vogel (2008) illustrate

how strict EPL leads to more persistence in business cycle dynamics using output gap to

identify cycles. The mechanism suggested by theory to explain this link between cycli-

cal adjustment and EPL is that strict EPL should slow turnover dynamics and make the

adjustment process to a shock longer as in Bentolila and Bertola (1990) and in Garibaldi

(1998). The work of Messina and Vallanti (2007) provides support to this claim using firm-

level data which indicates that strictness of EPL dampens the response of job destruction

to the cycle, thus leading to less counter-cyclicality in job destruction.

This paper contributes to the empirical literature by conducting a comprehensive in-

vestigation of the link between EPL and the transmission of credit supply shocks to sev-

eral outcome measures, such as real output, privet consumption, investment, capacity

utilization, TFP, unemployment, employment to population ratio, and labor-force partic-

ipation. Our identification strategy in this paper differs from the aforementioned works

due to the use of an identified shock and higher data frequencies to estimate non-linear,
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state-dependent impulse response functions which allow observing EPL’s effect on the

shock’s transmission channel rather than exploring EPL’s effects on moments or long-

term trends.

Outline. The rest of the paper proceeds as follows. We begin in Section 2 by presenting

a motivating model for our empirical analysis which illustrates the potential significance

of EPL for business cycle dynamics. We proceed by describing the data used with an

emphasis on the measures for EPL in Section 3. In Section 4 we present our econometric

method. In Section 5 we present and discuss our results. In Section 6 we analyze the

robustness of our main results to different methodological choices and alternative insti-

tutional explanations. The final section concludes.

2 Theoretical Motivation

In this section, we demonstrate using a simulation of a simple, one-sector model how

EPL can affect the transmission of an aggregate shock. EPL in our model will consist

of a termination cost and a notice period. During the notice period, the worker awaits

termination and thus has no incentive to exert effort in production. The firm is bound by

legal constraints continue employing said worker under the same wage. Total separation

costs for an employee are thus the sum of the cost of termination and wage paid during

the notice period. In terms of aggregate production, this separation cost is an adjustment

cost to the aggregate labor input. The more costly the adjustment is, the less likely it is

to occur, which means that the firm will be less inclined to separate from less productive

workers. This incentive lowers aggregate productivity which is the average productivity

of all active matches.

This link between separation costs and productivity is presented in Lagos (2006) which

4



shows that firing cost reduce aggregate steady-state productivity. His analysis builds on

the framework of the textbook endogenous separation search and matching model found

in Pissarides (2000) and links the reservation productivity level, the lowest productivity

realization of a match that does not result in termination, and aggregate productivity.

The lower the reservation level, the lower is aggregate TFP. Our model follows the two

previous models closely but with two alterations. First, we add to the model advance

notice instead of just a termination cost in a fashion similar to the treatment of notice in

Garibaldi (1998) and Bentolila et al. (2012). Upon the choice of a matched pair to separate,

the worker produces the minimum possible amount and is paid the average wage rate in

the economy until a firing permission arrives and induces payment of the termination cost

by the firm and final separation of the pair. Second, since we are interested in business

cycle dynamics, we add aggregate risk into the model.

The canonical work on the business cycle implications of labor market frictions is

Shimer (2005), which conducts two main stochastic exercises: a shock to the common

productivity factor and a shock to the separation rate. We adopt the latter approach as it

facilitates an endogenous TFP response, while the former assumes an exogenous shift in

TFP which is exogenous and not EPL related. The simplest way to do so in an endoge-

nous separation model is by the introduction of a Markov process for λ, the arrival rate

of idiosyncratic shocks to match quality. Such a shock results in a given match having a

higher risk of changing its quality. This is, of course, a reduced form way to consider a

business-cycle-type shock as the model abstracts from the existence of capital, financial

markets, and risk aversion. However, the shock is closely related to the mechanism of

discount-induced changes in labor market dynamics presented in Hall (2017) as it affects

the effective discount rate of an individual match.

Our theoretical device abstracts from many potential channels of influence for EPL.

We abstract from EPL’s potential impact on research and development expenditure as
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in Saint-Paul (2002), from the potential for distributional effects as in Kahn (2007), from

nominal rigidities as in Zanetti (2011), and from EPL’s effect on long-term human capi-

tal accumulation as in Gaetani and Doepke (2016). The reason for this simplification is

twofold. The first is analytical tractability and the second is that most of these elements

have a bearing on long-term growth and market structure while our key interest is cyclical

dynamics for shorter horizons. Hence, the merits of using a stylized search and matching

model as a theoretical motivation outweigh, in our eyes at least, its inherent limitations.

2.1 The Model

EPL can be seen as a multidimensional institutional factor in that it includes not only

severance pay or layoff taxes but also the duration of advance notice and possibilities for

legal recourse following termination notice. As such, we incorporate both termination

cost and advance notice in the model. Suppose that there is a continuum of measure one

of potential workers which can be employed, unemployed, or employed with advance

notice to termination. A firm is an employer-employee pair which produces a single ho-

mogeneous good using a common productivity factor p and an idiosyncratic component

x which can be considered as the quality of the match. At the time of the match forma-

tion, the pair’s match quality is at its maximum level which is normalized to one. Match

quality may experience an idiosyncratic shock that arrives at rate λ which re-draws x

from the CDF G (x) which is assumed to be uniform and bounded between zero to one.

The arrival of such a shock may trigger a separation choice. We assume that the match

cannot separate immediately due to EPL but that the separation decision results in the

pair entering into a period of advance notice. The worker under advance notice receives

a wage wn which is the average wage in the economy at steady state. This worker has the

minimum level possible of match quality, and its eventual termination arrives with the

6



rate φ which corresponds to notice duration.

Value Functions. The value function of the vacant firm (V) is:

rVi = −pc + q (θi) Ji
0 + τEi[V −Vi], (1)

where r is the discount rate, c is the flow cost of a vacancy, q (θ) is the vacancy-filling

rate. Subscript i denotes the state of nature which corresponds to the value of λ. τ is the

arrival rate of a shock that redraws λ from the state-space Λ and Ei denotes conditional

expectations in state i. J0 is the value from a newly occupied job which is given by:

rJi
0 = p− wi

0 + λi

∫ 1

0
max { Ji (s) , Ji

n}dG (s) − λi Ji
0 + τEi

[
J (1) − Ji

0
]
, (2)

where wi
0 is the wage of a newly hired worker in state i. The value of an existing job with

match quality x is given by:

r Ji (x) = px− wi (x) + λi
∫ 1

0 max { Ji (s) , Ji
n}dG (s) − λi Ji (x)

+τEi[ J (x) − Ji (x) ] ,
(3)

where wi (x) is the wage rate at match quality x in state i. After notice had been served,

the value of the firm from the job under advance notice Jn is

rJi
n = −wn + φ(Vi − Ji

n − f ) + τEi[Jn − Ji
n], (4)

where f is a termination cost. For the sake of simplicity we abstract from government

and its budget, so f can be considered as a non-pecuniary cost rather than a separation
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tax, such as a procedural cost. Note that the wage in this state is exogenously set since the

pair had already chosen separation and only the existence of EPL keeps them together.

The wage under notice wn is calibrated to the steady-state average wage in the economy.

The unemployed person’s value U is given by

rUi = z + θi q (θi)
(

Wi
0 −Ui

)
+ τEi[U −Ui], (5)

where z is the flow value of unemployment, and θi q (θi) is the job finding rate at state i.

W0 is the value of a newly hired worker from employment which is given by:

rWi
0 = wi

0 + λi

∫ 1

0
max {Wi (s) , Wi

n}dG (s) − λiWi
0 + τEi

[
W (1) −Wi

0
]
. (6)

The employed worker in a job with match quality x is given by:

r Wi (x) = wi (x) + λ
∫ 1

0 max {W (s) , Wi
n}dG (s) − λ Wi (x)

+τEi[W (x) − Wi (x) ]
. (7)

Finally, the value of a worker form a job after receiving advance notice is:

rWi
n = wn + φ(Ui −Wi

n) + τEi[Wn −Wi
n]. (8)

Wage Setting. Wages are set by Nash bargaining with two bargaining problems. The

first, for the newly hired worker, or outsider, and the second for the existing worker or

insider. Thus, wage rates for outsiders w0 and insiders w(x) are given by:

wi
0 = arg max

(
Wi

0 −Ui

)β(
Ji

0 −Vi

)1−β
, (9)
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wi (x) = arg max (Wi (x) −Wi
n)β( Ji (x) − Jn)1−β, (10)

where β is the workers bargaining power.

As is conventional in the literature we assume free entry, i.e., Vi = 0 which together

with Equation (1) which means that Ji
0 = pc

q(θi)
.

The insider’s wage splits the following surplus:

Si (x) = Ji (x) + Wi (x) −Wi
n − Ji

n. (11)

In a deterministic set-up it is easy to show that the surplus is strictly increasing in x so

the reservation productivity level R is uniquely defined. In our stochastic set-up this

generalizes into a unique reservation level Ri for each state.2 This level is the realization

of x that would result in Ji (Ri) = Jn
i .

Solving the bargaining problem of the insider using the definition of Ri and substitut-

ing the value functions into the first order condition β( Ji (x) − Ji
n) = (1− β)(Wi (x) −Wi

n)

results in the following wage solution:3

wi (x) =βpx + τEi[[βJn − (1− β)Wn]− [βJi
n − (1− β)Wi

n]] (12)

− βrJi
n + (1− β)rWi

n.

The wage setting problem of the outsider, gives rise to the following surplus and first

2This uniqueness requires that the system of m surplus equations yield m strictly positive deriva-
tives. Using the functional forms we obtain that the following linear system (r + λi + τ)

∂ Si(x)
∂x = p +

τ ∑m
j=1 πij

∂ Sj(x)
∂x , must yield a strictly positive ∂ Si(x)

∂x for all λi ∈ Λ, where πij denotes the transition proba-
bility from state i to state j. In our quantitative exercise these conditions hold.

3See explicit solution in Appendix A.
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order condition

Si
0 = Wi

0 + Ji
0 −Ui, βJi

0 = (1− β)
(

Wi
0 −Ui

)
.

Note that since the wage does not affect the surpluses, one can write Si
0 = Si (1) +

Wi
n + Ji

n −Ui. The outsider’s surplus can be expressed using the insider’s surplus Si(1),

and the value of J0
i can be substituted from the free-entry condition. Thus, this link can

be expressed also as

pc
q (θi)

1
1− β

=
1

1− β
( Ji (1) − Ji

n) + Wi
n + Ji

n −Ui. (13)

Equation (13), along with Equation (3) with the wage solution, and Equations (4), (5),

and (8) solve the model.4

Matching. We assume the standard Cobb-Douglas matching function m (u, v) = σuηv1−η

with θ = v
u denoting labor market tightness and the vacancy filling rate being q (θ) = m

v .

Population Composition and TFP. The population is normalized to unity and is com-

posed of three groups: unemployed persons u, employed persons n, and those employed

with advance notice na. Since we are interested in the effects on TFP, it is convenient to

define the CDF of match quality in of active matches not under notice as H(x). The law of

motion for H(x) is as follows. Although the model is in continuous time, time subscripts

are added here for the sake of clarity and state subscripts and conditional expectations

operators are omitted from the same reason:

4Numerically, Equation (3) needs to be discretized and thus it represents a system of equations, one for
each level of x.
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d Ht (x)
d t

= −Ht−1 (Rt)
nt−1

nt
+ λ

nt−1

nt
(1− Ht−1 (x) )(G (x) − G (Rt) ) (14)

− λ
nt−1

nt
[Ht−1 (x) − Ht−1 (Rt) ]G (Rt) − λ

nt−1

nt
[Ht−1 (x) − Ht−1 (Rt) ](1− G (x) ).

This expression holds everywhere except at x = 1 where there are also changes due

to job-creation. The first term reflects advance notices given to workers due to a change

in the reservation level, the last three refer to workers exposed to an idiosyncratic shock

which leads to a decrease in match quality to a level above R, to a level below R , or an

increase in match quality correspondingly. Since this is the time path of a distribution

all these changes are adjusted to the change in measure. In steady state, the reservation

level is fixed at its long-term expectation R̄ so H(R̄) = 0 and the law of motion results in

H (x) = G (x) − G (R̄) for all but the point x = 1 at which by definition H(1) = 1.

The laws of motion for the population masses are:

d u
d t

= −θt q (θt) ut−1 + φnt−1
a, (15)

d n
d t

= θt q (θt) ut−1 − λ G (R) nt−1(1− Ht−1 (Rt) )− nt−1 Ht−1 (Rt) , (16)

d na

d t
= −φnt−1

a + λ G (R) nt−1(1− Ht−1 (Rt) ) + nt−1 Ht−1 (Rt) . (17)

These yield, in steady state, the following Beveridge curve:

u =
φλ G (R)

θ q (θ) (φ + λ G (R) ) + φλ G (R)
. (18)

Finally, TFP in the model is simply:

11



TFP = p
n

n + na

∫ 1

R
xd H (x) . (19)

Note that this equation simply means that TFP is the average of x in all matches, under

notice or otherwise. In addition to the actively producing pairs whose proportion from

the total labor force is n
n+na

, there is a mass of na
n+na

matches under notice that is multiplied

by its product which is zero under our assumptions.

2.2 The Effects of EPL on Business Cycle Dynamics

In this section, we perform a quantitative exercise aimed at illustrating the potential ef-

fects of EPL policies on business cycle dynamics. We calibrate the model to match France’s

job flows and institutional parameters. Our reason for choosing France is mainly one of

data availability. Notably, this calibration and simulation exercise should not be viewed

as an attempt to capture the complexity of France’s labor market and its institutions but

rather to outline a single mechanism that arises from a general class of policy devices.

Using the calibrated model and an alternative, EPL-free institutional framework (hence-

forth, the no-EPL calibration) we demonstrate the propagation of an exogenous shock in

the simulated economy.

Calibration. The model is calibrated to match France’s job-finding rate of 23.1% and

separation hazard of 2.1% based on Elsby et al. (2013) transformed into quarterly fre-

quency. As in Shimer (2005), the steady state value of θ is normalized to unity and σ is

calibrated to match the finding-rate. Institutional calibration is taken from Bentolila et al.

(2012): the replacement rate is z = 0.55, f = 0.33, and φ = 0.75, with the latter two being

the EPL related parameters and reflecting values for permanent workers in France. As

in Bentolila et al. (2012), the discount factor is set to r = 0.01, the bargaining power is
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β = 0.5, η = 0.5, and the wage under notice wn is the steady-state average wage in the

economy. We normalize the common productivity factor and set p = 1.

Using these parameter values and flows we use the separation rate and the determin-

istic steady state’s job creation and destruction equations5 to calibrate for the average

level of λ (denoted as λ̄), the flow cost of a vacancy c, and steady-state R. A summary of

these parameters and model steady-state values can be found in column 1 of Table 1.

As the no-EPL calibration, we set f = 0 and one day of advance notice which can

be considered as the same institutional structure as in the U.S. The implied steady states

and parameters can be found in column 2 of Table 1. Note that this calibration features

a higher θ and a higher reservation level than the baseline calibration, both of which

translate into unconditionally faster job-flows in the no-EPL economy.

The Shock Process. We introduce a simple two state Markov chain with two levels of

λ, one 10% below and one 10% above the average calibrated level. The Markov matrix is

presented in the lower third panel of Table 1.

The Role of EPL. The impulse responses to a temporary increase in λ for the two pa-

rameterizations are presented in Figure 1, with our baseline calibration in blue and the

no-EPL calibration in red. An increased arrival of idiosyncratic shocks is a reduced form

way to consider a business cycle in this economy as it generates increased risk to the value

of each job. The impulse responses suggest that the shock results in a drop in output and

employment and a rise in unemployment as we would expect in a business cycle.

How should EPL affect output’s response during a recession in the model? On the one

hand, EPL induces higher separation costs for the firm, thus implying that as the cost goes

down, more separations will occur when market conditions change. This is, in essence,

5See Appendix A for details.

13



the transmission channel we referred to earlier as the job flow channel: when job flows

are slower, output is less responsive to aggregate fluctuations.6 On the other hand, there

is the factor-misallocation-induced TFP channel: EPL contributes to the magnitude and

persistence of factor misallocation in our model economy and thus lowers TFP.

In order to understand the importance of factor misallocation for the transmission of

an adverse shock, we first need to understand its model representation. In the sense of

Restuccia and Rogerson (2008) and Hsieh and Klenow (2009), misallocation is manifested

as growing variance in the marginal products of factors of production across firms and es-

tablishments. In our model, the marginal product of labor is the product of a single match

px, and higher variation in x across firms is factor misallocation. Hence, to tie our model

more closely to this notion of misallocation as increased variance in the marginal prod-

ucts of labor across jobs, we also calculate the standard deviation of x in the labor-force.

Notably, as the variance of match quality increases (i.e., misallocation increases), TFP de-

creases and vice-a-versa. Two variables are capable of altering this variance: first, the

reservation level, which negatively affects the variance of the producing realizations of x,

in accordance with Lagos (2006); and the mass of workers under notice which positively

affects this variance as matches under notice have the lowest possible match quality.

What can ameliorate factor misallocation in our model? Faster reallocation that will

produce a cleansing effect which is exactly what is prevented by strict EPL policies. Via

the slower job flows, strict EPL lowers the capacity of the labor market to reallocate labor

and thus hinders the return the return of the economy to its steady state. Hence, the per-

sistence of the TFP decline owes much to the presence of slower turnover with the costs of

separation and the slower turnover preventing less productive matches from separating.

In the no-EPL calibration, where turnover is faster, TFP actually increases during the re-

cession, generating a ’cleansing effect’ of the business cycle. However, when EPL is strict,

6This is also present in the works of Garibaldi (1998), and Nunziata (2003).
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TFP declines persistently during the recession which causes a ’sullying effect’.7

After explaining the model representation of factor misallocation and its connection

to TFP, we turn our attention back to Figure 1. The increased likelihood of an idiosyn-

cratic shock increases the probability of each particular match to experience an adverse

realization that would lead to separation. As a result, the firm is willing to take such a

risk only under a sufficiently high production value, which causes the reservation level to

increase following the shock. This increase in the reservation level leads all the matches

with match quality below the new reservation level to enter immediately into an advance

notice period which translates into a decline in TFP on impact. If the notice period is

short, TFP does not suffer long from this decline and aggregate productivity rises along

with the reservation level, which is the case in the no-EPL calibration. In our baseline

calibration, where notice period is considerably longer, the effect of workers under no-

tice overshadows that of the increased reservation level, which is smaller than the rise in

reservation in the no-EPL calibration, causing TFP to decline throughout the cycle.

To conclude, our quantitative exercise illustrates the potential of EPL to act as an am-

plifier or as a dampener to macroeconomic shocks. The presence of a strict EPL regime

in the baseline calibration leads to a stronger TFP response and slower turnover. As a

result, unemployment responds less during the cycle, but TFP declines more severely

and persistently. In our exercise, slower job flows and slower turnover are quantitatively

stronger than the misallocation channel, which causes output to decline in our baseline

calibration by less than in the no-EPL calibration. Keeping the two transmission channels

in mind, one must consider an interesting connection. Lax EPL entails more realloca-

tion of labor and therefore an improved productivity. Following an adverse shock, these

forces affect output in opposite directions and thus the total effect on output depends on

the relative importance of each channel. If the slower turnover channel trumps the TFP

7See Barlevy (2002) for a review of these effects in the literature.
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channel this would mean that strict EPL is conducive to economic resilience; however, if

the TFP channel is stronger, then strict EPL is detrimental to economic resilience. With

these implications in mind, we now turn our attention to the empirical analysis of EPL.

Our empirical analysis will examine the effect of EPL on the transmission of global credit

supply shocks, and asses the relative importance of each of these transmission channels.

3 Data

3.1 EPL Definition and Measurement

EPL is measured as a ’hierarchy of hierarchies’, meaning it is the aggregate of several

scales which rank the strictness of legislation (e.g., from 0 to 6 as in the OECD’s indices),

where these scales are aggregated according to predetermined weights.8

EPL is a broad institution and the OECD’s database of EPL includes several indices

measuring it which differ in terms of their coverage and of their implications:9 regular

employment protection, protection from collective dismissals, and protection of tempo-

rary workers. These indices, though grouped under the label of employment protection,

relate to different segments of the labor-force, i.e., regular workers and temporary work-

ers and apply to different circumstances. Thus, these legislative measures affect the dy-

namics of labor turn-over through different channels.

The first noteworthy difference is that between the protection of regular and tempo-

rary workers. Protection of regular employees includes the definition of wrongful termi-

nation, the procedure of terminating an individual employee, severance pay and notice

due, and the legal recourse available to a wrongfully terminated worker. However, pro-

8A critique of this measurement method and its limitations can be found in Myant and Brandhuber
(2016).

9A more comprehensive discussion of EPL measurements, coverage, and definitions can be found in
Boeri and van Ours (2013).
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tection for temporary workers includes just cause of hiring under a temporary contract,

the verities of jobs a person thus contracted may preform, when can temporary work

agencies be used, and the number of successive temporary contracts per worker. In other

words, protection of regular workers is a tax and limitation on the separation process,

while protection of temporary ones hampers hiring. Although the two are quite different,

limitation on each form of employment makes the other form relatively more attractive

for employers, so the interaction between the two forms of protection had received sub-

stantial focus in the literature and policy debate in recent years. 10

The second is protection from collective or individual dismissals. The protection of

regular employees relates to the case of individual termination. In the case of collective

termination of workers due to rescaling, reorganization, or other changes in the firm level

there are other protection measures that govern such a procedure.11

Our main interest in this paper is the protection of regular employees.12 With this

focus in mind, we chose as our EPL13 measure the index ’Strictness of employment pro-

tection - individual dismissals (regular contracts)’ (EPR V1).14,15 The data for this EPL

index runs annually from 1985 to 2013. Although our focus is on the protection of regular

employees from individual dismissals, other forms of employment protection and other

10See Boeri and Garibaldi (2007), Cahuc et al. (2016) for through discussion on the substitutability of the
two employment forms, and Bentolila et al. (2012) for a case study of these two protection forms in Spain
and France and an overview of the policy debate on the subject.

11Examples of such legislative measures can be found in EUR-Lex Directive 98/59. (2016).
12For works dealing with the cyclical effects of protection of temporary measures see, e.g., Bentolila and

Saint-Paul (1992), Nunziata and Staffolani (2007), and Cahuc et al. (2016)).
13For the sake of brevity, EPL in this paper refers to this form of protection only. When we refer to other

protection policies those policies are explicitly named.
14See Table 2 for the break-down of the index to its components and the data that composes each.
15Data for this EPL index is also available annually for 1960-2004 in a database created by Nickell (2006).

However, the index displayed there for the years 1960 to 1985 is a backward extension of the OECD’s index
created by assuming that its rate of change over time is the same as the change in another index which uses
data taken from Blanchard and Wolfers (2000) and from Lazear (1990). From 1985 onward the index given
by Nickell (2006) is the same as the OECD’s index. Since the OECD’s index is available for twenty eight
consecutive years for most of our sample, we chose, for the sake of consistency, to rely on the OECD’s index
instead of utilizing a mixed measurement methodology.

17



labor market institutions are present alongside our main institution of interest. Taking

this into consideration, we use data on other forms of employment protection and labor

market institutions in our robustness analysis in Section 6 to assure that our results are

not confounded by other institutional factor.

EPL indices are composed of several scores which are ordered variables. The final

index can take non-integer values, as can the individual components, but that does not

change the fact that the components themselves are a ranking system of ordinal variables.

This point stresses the importance of using an identification strategy that allows for varia-

tion in an ordered variable and not a in a continuous one. We choose to use dummy vari-

ables to identify policy regimes rather than take the index’s levels. This order-preserving

identification approach avoids manipulations to the ranking scale that can result from

using continuous interactions with the index. Specifically, one could possibly conceive of

an order-preserving non-linear transformation of the EPL components which would re-

flect the same order of ranking but would change the results of a continuous-interaction-

based regression analysis. Nevertheless, the conventional treatment of the EPL index has

largely been as if it were a continuous variable. Noteworthy examples of this can be

found in Blanchard and Wolfers (2000), Messina and Vallanti (2007), Nunziata (2003), and

Duval and Vogel (2008). The only methodological exceptions to this, to the best of our

knowledge, are studies which consider only the cardinal elements of EPL such as months

of notice and months of payment offered as severance pay and ignore the regulatory en-

vironment as in Lazear (1990), or studies that focus on correlations and utilize Spearman

correlation coefficient as in Gnocchi et al. (2015).
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3.2 Outcome Measures

In order to examine the implications of EPL for macroeconomic resilience, we have cre-

ated a panel containing the following variables:16 Key labor market variables: unem-

ployment, employment to population ratio, and labor force participation rates; National

accounts data (all in real terms): output,17 consumption, investment, government expen-

diture, imports, and exports; TFP; capacity utilization; total hours worked; hours worked

per worker; our shock variable, EBP, which will be discussed shortly; and our state vari-

able, the EPL index. We use data from 21 OECD economies for the period between 1985 to

2013.18 Our choice of sample, both along the country dimension and the time dimension,

arises from the availability of the EPL index.19

Our dependent variables are taken from the OECD’s database.20 All dependent vari-

ables are taken as log cumulative changes on the LHS of the regressions and as log-first-

differences when controlled for in lags on the RHS of the regressions. We use the depen-

dent variables in log cumulative changes in order to properly compare movements in a

variable between different countries with different steady state levels.

16For further details and information on the data used in this paper see Appendix B.
17We use output and not output per-capita for two reasons: First, to be consistent with the other national

accounts data that are available only without such normalizations; and second, due to data availability, for
output we have 2,068 quarterly observations while for output per-capita only 1,774 such observations are
available for the same countries and time-frame. In Section 6.1 we show that our results are robust to using
this choice of measure.

18We use monthly data for unemployment and quarterly data for the rest of our variables of interest; all
data are seasonally adjusted except EPL which is available only in annual frequency and assumed identical
within each year.

19In the UK the OECD’s EPL index is available for 2014 and therefore we use data from this year as well
for the UK.

20All OECD data were retrieved from http://stats.oecd.org/; for exact details see Appendix B.
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3.3 Shock Variable

As the shock variable in the analysis that follows we will use the Excess Bond Premium

(EBP) measure from Gilchrist and Zakrajek (2012), who use micro-level data to construct a

credit spread index which they decomposed into a component that captures firm-specific

information on expected defaults and a residual component that they termed as the ex-

cess bond premium. To the best of our knowledge, there is no financial shock variable

which was calculated specifically for every one of the economies we use in our analysis.

That said, the increasingly global nature of the world economy means that EBP can be

interpreted as a global shock variable whose effects on the economies in our sample can

potentially vary as a function of the EPL regime in place.

4 Methodology

We follow the class of specifications that use the local projection method from Jorda (2005)

to estimate impulse response functions and adapt it to a state-dependent setting as the

one employed in Auerbach and Gorodnichenko (2012), Owyang et al. (2013), Ramey and

Zubairy (2017), and Tenreyro and Thwaites (2016). The major advantage of this identifi-

cation method is that it allows for state-dependent non-linear effects in a straightforward

manner while involving estimation by simple regression techniques. Moreover, it is more

robust to misspecification than a non-linear VAR. Additionally, it can be used to analyze

data of differing measurement frequencies as one is not required to estimate the system

in a joint fashion.

Definition of EPL States. In defining the state of EPL we wish to group observations

together in a way that allows for sufficient differentiation to be made between the groups

and in a manner that can describe broadly the policy regime in place; too many groups
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will limit sample sizes severely, while too few will not enable differentiation. In order to

allow for sufficient differentiation, we use the following groups: first, the lower quartile

of EPL distribution as a measure of a lax EPL state; second, the upper quartile of EPL

distribution as a measure of a strict EPL state; and third, the rest of the observations (i.e.,

the interquartile range of the EPL distribution) as the measure of intermediate EPL. This

kind of grouping allows us to identify differential effects across strict, intermediate, and

lax EPL, where our interest lies mainly in looking at the difference between strict and lax

EPL given that this gap reasonably captures a sufficiently large differentiation between

EPL regimes for picking up any true effects in the data. While these policy regime dum-

mies are time varying, it is important to notice that the EPL index exhibits very small

temporal variation, as opposed to relatively large cross-sectional variance, resulting in

relative stability of policy regimes over long horizons.

Econometric Specification. As in Auerbach and Gorodnichenko (2012), we make use

of the Jorda (2005) local projections method within a fixed-effects panel model, where

inference is based on Driscoll and Kraay (1998) standard errors that allow arbitrary cor-

relations of the error term across countries and time. In particular, we estimate impulse

responses to the credit supply shock by projecting a variable of interest on its own lags

and contemporaneous and lagged values of the EBP variable from Gilchrist and Zakra-

jek (2012), while allowing the estimates to vary according to the EPL state in a particular

country and time.

The following equation demonstrates the class of state-dependent models that we es-

21



timate using y as an example of a dependent variable:21

ln yi,t+h − ln yi,t−1 = Ai,t−4[α
h
A,i + βh

AEBPt + Θh
A(L)EBPt−1 + Γh

A(L)∆ ln yi,t−1]

+Bi,t−4[α
h
B,i + βh

BEBPt + Θh
B(L)EBPt−1 + Γh

B(L)∆ ln yi,t−1]

+Ci,t−4[α
h
C,i + βh

CEBPt + Θh
C(L)EBPt−1 + Γh

C(L)∆ ln yi,t−1] + εh
i,t+h,

(20)

where i and t index countries and time; αi is the country fixed effect; Θ(L) and Γ(L) are

lag polynomials; βh gives the response of the outcome variable at horizon h to a credit

supply shock at time t; εh
i,t+h is the residual; and, importantly, all the coefficients vary

according to the state of EPL which is represented by the state dummies Ai,t−4, Bi,t−4, and

Ci,t−4 that take the value of one when the EPL regime is lax, intermediate, or strict as we

defined above. The estimated impulse responses to the credit supply shock for the three

states at horizon h are simply βh
A, βh

B, and βh
C, respectively.

Lags of y and EBP are included in the regression to remove any predictable move-

ments in EBP; this facilitates the identification of an unanticipated shock to EBP, which is

what is sought after. We assign the value of the order of lag polynomials Θ(L) and Γ(L)

to 8, i.e., we allow for 8 lags of the log-first-difference of the outcome variable and EBP in

the regression. We assume a relatively large number of lags because of the construction

of the EPL variable. Since the latter was converted from annual to quarterly frequency

by assuming identical values within the year, it is necessary to include it in the regression

with four lags so as to avoid correlation of the error term with it; this in turn requires that

more than 4 lags of output and EBP be included in the regression so as to purge the state

dummies of any potentially endogenous sources.22

21In order to correctly adopt a state-dependent model for panel data, we must refer to a form of nor-
malized changes in variables for these changes to be commensurable between countries. To accomplish
such normalization, we simply use a dependent variable of the form ln yi,t+h − ln yi,t−1 which represents
the log-cumulative-difference in our variable of interest from the pre-shock horizon until horizon h.

22When using other data frequencies, we use two years of lagged values, following the same argument.
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The EBP credit supply shock is normalized so that it has a zero mean and unit vari-

ance. Note that a separate regression is estimated for each horizon. We estimate a total of

21 regressions for our quarterly frequency specification and collect the impulse responses

from each estimated regression, allowing for an examination of the state-dependent ef-

fects of credit supply shocks for 5 years following the shock.

Our form of state-dependence is slightly different from the conventional one (see, e.g.,

Ramey and Zubairy (2017)) which usually uses a binary state variable. Our identification

utilizes an ordered ranking system by breaking down the raw EPL measure into 3 differ-

ent ordered EPL regimes. If EPL’s strictness indeed causes a change in the response of a

certain variable then we would expect to see that its responses to the shock across EPL

regimes will maintain an ordered pattern, i.e., βh
A > βh

B > βh
C or βAh < βh

B < βh
C. Note

that our identification does not assume anything that would guarantee such an ordering

unless it is present in the data, unlike the results that would have been obtained from a

continuous interaction exercise. In Section 6.1 we conduct an analysis of the results’ ro-

bustness to the choice of cutoff values for the policy regime dummies to ensure that our

results are not driven by our baseline cutoff value choices.

5 Empirical Analysis

In this section, we perform an empirical analysis of EPL’s implications for economic re-

silience, utilizing the aforementioned identification method. Section 5.1 presents our

results, with the subsequent Section 5.1 presenting a more in-depth examination of the

causes behind the effect on real activity.
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5.1 EPL’s Implications for Business Cycle Dynamics

We estimate the state-dependent specification described in Equation (20) for output, con-

sumption, investment, government expenditure, imports, exports, the real wage, the

stock of vacancies, employment to population ratio, labor-force participation, and unem-

ployment. The estimation results are presented in Figures 2 and 3, where the responses of

economies under a strict EPL regime are shown in blue, those of economies under a lax

regime in red, and the intermediate regime responses are presented in black.

Regardless of the EPL state, the credit supply shock causes the expected dynamics, i.e.,

an increase in unemployment and a decrease in real activity measures (most importantly,

a decrease in real output, consumption and investment). Our interest lies in the differ-

ences of responses across the policy regimes, whose statistical significance is indicated by

the shaded areas in Figures 2 and 3.

Labor Market Outcomes. The first form of differential response to arise between regimes

is in the labor market and it is presented in Figure 2. Being in a lax EPL state produces

an immediate increase in unemployment and a decrease in employment while being in a

strict EPL state generates no significant change in unemployment until a year after the

shock and no statistically significant decrease in employment at all horizons. This is

in line with the slower turnover suggested by the model from Section 2. This pattern

also agrees with the notion that job-destruction is less counter-cyclical under a strict EPL

regime, thus making overall employment less responsive.23 Notably, the labor market

in the lax EPL state manages to recover back to steady state significantly faster than in

the strict EPL state. Specifically, during the later phase of the cycle, the response of the

unemployment rate is significantly higher and that of vacancies is significantly lower in

the strict EPL state relative to the lax one.

23See Bentolila and Bertola (1990), Garibaldi (1998), and Nunziata (2003).
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A difference observed across EPL states from which we abstract in our theoretical

analysis is that labor-force participation is adversely affected by the shock in the lax EPL

state while being in the strict EPL state produces no such effect. The effect on partici-

pation could be interpreted from a structural standpoint as being driven by the relatively

higher value of the job-seeker from a future match with an employer, anticipating a longer

employment duration which lowers discouragement from costly search activities.

Real Activity. The second form of differential response is the response of real activity

measures presented in Figure 3. One year after the shock, we begin to see that real output

starts to decline more in the strict EPL state than in the lax EPL state. This gap in output

is steadily widening, starting to be significantly different from zero from the 7th quarter

onwards and translating to a relative cumulative output loss of 0.75% after 2 years, 1.31%

after three years, 2.18% after four years, and a peak 2.40% after five years.24 Later, in

Section 6.1, we will show that this response pattern is robust to cutoff values’ selection,

lag order selection, and alternative sample and output measure choices.

Other measures of real activity do not exhibit any statistically significant differential

response pattern until at least two years after the shock. Consumption starts to decline in

a significantly differential fashion from the 9th quarter onwards. For investment, a signif-

icant differential decline occurs from the 11th quarter onwards. Imports fall differentially

from the 10th quarter onwards quarters whereas exports begin to decline differentially af-

ter 5 quarters, but only until the 7th quarter and then again after 12 quarters up to the 15th

quarter (and at somewhat lower confidence levels relative to the other variables, with p-

values always exceeding 5%). These differential responses all occur in the same direction

as that of output’s response, i.e., being in a strict EPL state generates a stronger decline

24We present all our results for a five-year horizon. However, to test that this effect does not grow
further in magnitude, we estimated the corresponding difference after six years to be 1.55% using the same
methods explained above.
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in all these real activity measures relative to being in the lax EPL state. It is notewor-

thy that these differential responses all occur in the absence of any persistent significant

changes in the real wage in all EPL regimes with similarly weak responses of government

expenditures.

Linking the results from Figure 3 to those from Figure 2, it is important to observe

that the initially stronger decline in employment from the latter figure occurs under the

lax policy regime while the following stronger drop in output occurs under the strict

one, with no differential response in employment taking place after the first two years.

Moreover, the differential response of investment would not be able to account for any

significant diminution in the capital stock available for production until at least three

years after the shock (i.e., the decline in output precedes the drop in capital stock and not

vice versa), and even then the differences are not strong enough to explain the differential

output response by themselves.25 In other words, the difference in output response across

the policy regimes is too strong to be explained solely by changes in factor inputs at any

point in time, giving rise to what at first pass seems like a contradiction.

However, viewing the results from Figures 3 and 2 through the lens of the model from

Section 2 highlights a theoretically sound explanation for their joint occurrence. Specifi-

cally, this explanation posits that a larger output decline alongside a smaller employment

response in the strict EPL state relative to the lax one are symptoms of the TFP-based

amplification channel of EPL that has its roots in labor misallocation. According to this

channel, misallocation-induced increases in the dispersion of match qualities in the econ-

omy drive TFP down and result in a stronger decline in aggregate output despite a lower

response of overall employment. This would mean that unlike in our model, the data

25To illustrate, if we were to assume a 10% annual depreciation rate of the capital stock, and use the exact
cumulative changes in investment from Figure 3, assuming that both EPL groups begin from the same level
of steady-state capital stock, the differences between the capital stock in the strict and lax policy regimes
will be less than 0.1% for the first three years of the cycle, 0.54% for the fourth year and 1.07% for the fifth
one.
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suggests that the slower turnover and job flows channel is not as strong as the TFP chan-

nel. If this is indeed the case, one would expect that hours worked and TFP data would

present evidence of such a pattern. More precisely, to uncover the validity of such a

misallocation-based channel, we need to inspect the data from a supply side perspective

(i.e., production-function-based perspective), which is what we turn our attention to next.

A Closer Examination of the Supply Side. Since the form and magnitude of the dif-

ferential output responses we observe cannot stem from the differences in investment

response or from the response differences in employment to population ratio, we turn to

further examine the behavior of inputs in production as well as to establish the behav-

ior of TFP. The analysis that follows is driven by the following considerations: First, are

we accurately accounting for the labor input actually used in production? And second, is

TFP indeed responding in a fashion that could explain the differential responses in output

across EPL states?

To account for better measurement of labor input, we use data on actual hours worked.

Notwithstanding the lower, annual frequency of this series, using it has the potential of

better measuring true variation in input quantity than using the number of employed per-

sons. Next, if we consider a generalized production function then the real output will be

determined by raw inputs’ quantities, the degree to which they are utilized, and the level

of TFP. With these two considerations in mind, we estimate the impulse responses of total

hours worked and TFP, at an annual frequency, as well as those of capacity utilization

at a quarterly frequency, again conditioning on the initial regime of EPL in place using

the same identification as before.26 Capacity utilization has the potential to confound

our conclusions regarding TFP since our measure of TFP in not utilization-adjusted. It

is therefore important to also look at the behavior of utilization as jointly examining un-

26Detailed description of the data series used can be found in Appendix B.
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adjusted TFP and utilization can paint a much clearer picture regarding the behavior of

utilization-adjusted, pure TFP.

The results of this exercise are shown in Figure 4. There is a significantly smaller initial

decline in hours worked in the lax EPL state which reverses in a significant way in the

fourth and fifth years after the shock, with hours worked returning significantly faster to

steady state during these years in the lax EPL state. This response pattern is in line with

our previous measure of labor input and support the theory-consistent conclusion that

employment as an input in production responds less when EPL is strict.

TFP declines in the strict EPL state while under a lax regime TFP is not affected by

the shock in a statistically significant way. This difference in TFP responses is sizable,

peaking at 0.77% after three years, and statistically significant from the first through third

year. The forms of the impulse responses are quite similar to those obtained from our

simulation exercise in Section 2. So why does output take longer than TFP to respond

differentially? Due to the conflicting effects of the slower change in employment and the

stronger response of TFP on aggregate output, it is only when the difference in employ-

ment subsides that the TFP difference has a chance to manifest into a differential output

drop. In terms of timing, this only holds after the first year of the cycle. What about the

recovery period?

Capacity utilization, which can be thought of as a proxy for factor utilization, behaves

in a significantly differential manner that can at least in part also account for the differen-

tial output response during the later phase of the cycle. Overall, across all 3 EPL states,

we see that the beginning of the cycle is associated with a decrease in capacity utilization.

However, the persistence of the decline in utilization is varying according to the initial

state of EPL. For the first three years, during which the above-mentioned TFP channel is

present, there are no differences in responses of utilization after the second quarter fol-

lowing the credit supply shock. After 10 quarters we begin to see a diverging pattern
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of recovery that is significant from about 3.5 years onwards, with utilization recovering

much faster in the lax EPL state and the associated response difference peaking at 1.71%

after 17 quarters. These results, which are also in accordance with the differential recov-

ery of hours worked during the same time frame, indicate that the differential behavior

of utilization in the later stage of the cycle constitutes an important contribution to the

correspondingly stronger output drop in the strict EPL state relative to the lax one.

EPL and Misallocation: An Empirical Perspective. The differential response pattern

of utilization does not occur during the same time as that of TFP, suggesting that the

observed effect on TFP in the two policy regimes does not stem from differences in uti-

lization. Hence, the results from Figure 4 indicate that the stronger drop in TFP is likely

driven by non-utilization-related forces which in turn strengthen the effect of the original

shock on aggregate output. This amplification mechanism further enhances the cycle’s

strength, contributes to its persistence, and leads to a slower recovery of the economy as

a whole. Importantly, since our TFP measure is unadjusted for factor utilization changes

and the differential drop in utilization takes place only after that in TFP occurs, we infer

from the empirical evidence that a potentially important channel underlying TFP’s differ-

ential decline lies in increased factor misallocation taking place in the strict EPL state.27

Specifically, our results indicate that the stronger output decline in the first 3 years after

the shock can be explained by a factor-misallocation-induced TFP decline, whereas the

subsequent two-year differential output fall seems to be mostly driven by a correspond-

ing differential drop in factor utilization and hours worked.

At the core of this interpretation of the results is the assertion that the joint prevalence

27Underlying this factor misallocation based interpretation is the assumption that technology is unaf-
fected by credit supply shocks, which is what the literature on the TFP channel of credit supply shocks
normally assumes (see, e.g., Buera et al. (2011), Pratap and Urrutia (2012), Petrosky-Nadeau (2013), Khan
and Thomas (2013), Buera and Moll (2015), Buera et al. (2015), Gopinath et al. (2017), Buera and Shin (2017),
and Manaresi and Pierri (2017)).
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of the adverse shock and strict EPL is associated with more misallocation. The persis-

tence of this factor misallocation stems from a slower reallocation of labor. Importantly,

this assertion receives both theoretical and empirical support in the literature on EPL.

A theoretical example of this connection can be found in the work of Garibaldi (1998)

which concludes from a stochastic search model that firing restrictions reduce labor re-

allocation and slow turnover. More recent empirical evidence linking EPL and factor

misallocation in general lend support this claim. Caballero et al. (2013) find that stricter

EPL, especially with respect to dismissal regulations, is linked to a lower speed of adjust-

ment to shocks which in turn lowers productivity growth, a process which they connect

to Schumpeter’s idea of ‘creative destruction‘. Using a difference in differences estima-

tion and industry-level data, Bassanini et al. (2009) show that EPL strictness is associated

with a lower productivity growth rate and that this effect is due to the binding limita-

tion on termination which may lead to a lower change in aggregate productivity unless

the market is extremely centered around industries for which terminations are not the

primary source of turnover. Petrin and Sivadasan (2013) find from plant-level evidence

in Chile’s manufacturing industry that there is a reason to believe that changes in sever-

ance pay are responsible for an increase in the gap between the value of the employees’

marginal product and their wage. This gap measures, in fact, the allocation inefficiency,

which means that the introduction of stricter termination regulations in Chile may have

induced an increase in factor misallocation. The work of Lashitew (2016) provides further

support to this claim by using plant-level data to show that there is a link between EPL

strictness and factor-misallocation-induced productivity losses.

Evidence From Job Flows. As stressed above, factor misallocation is at the heart of the

TFP amplification channel and the feature that would foster such misallocation is a slower

reallocation of labor following an adverse shock. We now turn to attempt to provide di-
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rect evidence on the validity of this feature in the data. Since job flow data is not as

readily available as employment and unemployment data we use decomposed flow haz-

ards from the work of Elsby et al. (2013) to examine if this indeed the case. The authors

combine OECD data and additional surveys to compile data-series of job-finding rates

and separation rates at an annual frequency for 14 countries in our sample for varying

time frames until 2009.28 We use this data to provide evidence consistent with the above

misallocation-based structural interpretation along four dimensions.

First, we can see that the data from Elsby et al. (2013) agrees with the literature which

states that strictness of EPL is associated with slower flows. Using a simple regression of

the job-finding rate and the separation rate as dependent variables and the three policy

dummies as independent variables we see that job flows in and out of employment are

significantly slower as the policy becomes stricter. These results are presented in Table 3.

The order of magnitude is such that hazard rates in the lax group are nearly three times

as large as those in the strict one and almost twice as large as those in the intermediate

group.

Second, without regard for the policy regime in question, the response of the logged

hazard rates to the shock is in line with our previous results. The job-finding rate de-

creases in response to the shock and the separation rate increases albeit the increase is

not statistically significant. These impulse responses are presented in the upper row of

Figure 5 and are obtained from a non-state-dependent (linear) version of Equation (20)

that effectively assumes coefficient equality across all EPL states. This statistically signifi-

cant decrease in the finding rate is the reason for the general rise in unemployment at the

beginning of the cycle from Figure 2.

Third, the results from estimating Equation (20) for logged job finding and separation

hazard rates (presented in the second row of Figure 5) indicate that job flows respond to

28For additional detail see Appendix B.
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the cycle differently across the policy states. Specifically, the strict EPL state exhibits a

significantly larger increase in separation rates from the third year onwards than the lax

EPL state and we also see higher separations in the lax state after the shock but less so.

Job finding rates do not seem to exhibit differential responses.

Fourth, turning our focus to the role of EPL in amplifying the TFP response differ-

ences from Figure 4, we highlight that the implied changes in the levels of the job finding

and separation rates are rather small. Taken together with their long-run averages the

flows remain drastically higher in the lax EPL group than in the strict one. To illustrate

this point, if we multiply the average rates in each group from Table 3 by the changes

implied by the impulse response functions from the second row of Figure 5, we obtain

that throughout the 5 years following the shock job flows remain considerably faster in

the lax EPL state. The results of this illustrative exercise are presented in the third row

of Figure 5 and stress that the differential speed of labor reallocation remains effectively

unchanged between the considered EPL states.

Taken together, the results from Table 3 and Figure 5 are in line with the behavior of

unemployment from Figure 2 and support our conclusion regarding the role of strict EPL

as an amplifier of macroeconomic shocks through its capacity to delay labor reallocation

after an adverse shock and consequentially hinder recovery through the lowering of TFP.

To recap, the strictness of EPL slows job flows and contributes to misallocation in the

presence of the averse shock. In other words, combined with the adverse shock, strict

EPL enhances the sullying effect of the business cycle and lowers TFP via misallocation.

Slower job flows and labor market adjustment caused by strict EPL policies make this

TFP decline more persistent and delay the cleansing effect that would ensue during the

recovery period in the absence of these strict policies. This transmission channel makes

the economy less resilient overall to shocks as it amplifies aggregate output response and

leads to a slower recovery.
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6 Robustness

This section examines the robustness of our main result, the differential response of out-

put, from two perspectives. First, we analyze the robustness of the output response across

EPL states to various alterations of our baseline specification: cutoff value selection for

defining the EPL states, lag order selection, and alternative choices of output measure

and samples. Second, we examine the causal interpretation of our central result by test-

ing if determining the policy regimes according to other labor market institutions results

in similar pattern of response.

6.1 Alternative specifications and Samples

Cutoff Values. Our identification strategy hinges upon the initial state of an ordered

variable. Any strategy of this kind would be potentially sensitive by design to the choice

of cutoff values. In order to assure that our results do not arise from a specific choice

of cutoff values, but indeed from a change in the intensity of the policy variable, we

preform the same estimation routine described by Equation (20) with the only difference

being that we now use different percentile values for the state dummies. Specifically, we

assign the state of strict EPL to the top 15, 25, 35, and 45 percentile values of the EPL

index distribution, and the corresponding bottom percentile values to the state of lax

EPL, where the remaining residual percentile range continues to cover the intermediate

EPL state. Note that as the cutoff value increases, the number of observations assigned

to the intermediate EPL state decreases while the number of observation assigned to the

two extreme states of the distribution increases.

The results from this exercise for unemployment, employment to population ratio,

output, and TFP are shown in Figure 6. For comparison purposes, notice that our base-

line estimation results are those obtained for the 25th percentile and the 75th percentile as
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cutoffs for the lax and strict EPL regimes. The results from Figure 6 indicate that the dif-

ferential response pattern of all the main variables in our analysis is robust to cutoff value

selection as all cutoff values examined exhibit a significantly stronger output fall taking

place under the strict EPL regime with the same employment and unemployment dy-

namics, accompanied by a similar differential TFP drop. Moreover, for every cutoff value

of choice except the 45th percentile value, the response magnitude is ordered according

to the initial state of EPL strictness with the responses of output and TFP growing in mag-

nitude along with the increase in EPL state with similar ordering in the opposite direction

for the labor market responses. The 45th percentile value offers the smallest intermediate

group and it is therefore expected that responses in the intermediate EPL state would be-

have in a more erratic fashion and exhibit lower statistical significance using this cutoff

value than the other ones.

Lag Order Selection. In order to prevent endogeneity problems, we must use a lagged

value of the state dummies. Due to our assumption that EPL does not change within the

same year, we must therefore include at least more than one year of lagged values in each

estimation. Since the results may by influenced by the specific lag specification choice,

we test their robustness by choosing a smaller lag order than our baseline of L = 8 for

quarterly data frequencies and L = 24 for monthly ones resulting in a more parsimonious

model specification. In Figures 7 and 8 we present the impulse responses of output, em-

ployment to population ratio, and unemployment to an adverse credit supply shock for

different lag orders alongside our baseline results. This exercise results in no meaningful

change to the differential response patterns’ magnitude, duration, or statistical signifi-

cance.
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Alternative Measure of Output. As mentioned earlier, we use output instead of output

per-capita in order to be consistent with the components of output in our baseline estima-

tion and due to the sizable difference in sample sizes between the two series. Figure 9 also

presents the results from using output per-capita instead of real output and shows that

the differential response pattern is robust to using this choice of output measure and that

the ordered response magnitude and the statistical significance of the results are similar

across the different lag specifications.

Excluding the Global Financial Crisis Period and the U.S. Our choice of EBP as a shock

variable is naturally based on its large realizations in the 2008-2009 financial crisis period

as these facilitate identification. However, one could ask if our identification strategy does

not capture merely the implications of this particular crisis, with its unique characteristics

and implications for the European markets (most of which have rather strict levels of

EPL), thus limiting the ability to draw reliable policy implications from it.

In order to test if our results are indeed sensitive to the exclusion of the global financial

crisis we repeat our estimation while excluding all observations from 2008:Q1 onwards

from the sample. It is noteworthy that this exclusion is likely to lower the significance of

any result because we exclude more than 20% of our original sample which also consists

of the large adverse credit supply shock realizations associated with the global financial

crisis of 2008-2009.

Additionally, the global crisis has started in the U.S. which may have caused the U.S.

economy to respond differently from the rest of the world, not as a result of its labor mar-

ket policy but because it had experienced the crisis in a different fashion. Thus, we wish

to test if the inclusion of the U.S. in the original sample affects our results by estimating

the specification from Equation (20) using a sample that excludes the U.S.

The results of the above two tests are presented in Figure 10. We find that the dif-
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ferential response patterns are rather similar and statistically significant for these two

specification tests as well, supporting our conclusions regarding the structural implica-

tions of EPL. The possible exceptions of that are the response of TFP without the U.S. that

is slightly less statistically significant and the response of employment to population ratio

without the periods of the financial crisis which display a somewhat erratic pattern for

the strict policy groups. However, it is important to emphasize that the lower the data

frequency, the more likely it is that these omissions will affect the statistical power of the

results.

6.2 Other Forms of EPL and Other Institutional Factors

Our interest in EPL in the form of termination regulation stems from its potential cycli-

cal implications. However, institutional factors are not assigned randomly to different

countries and other institutions may affect business cycle dynamics and confound our

identification. Examples of such institutional factors may be found in the work of Blan-

chard and Tirole (2008), which discuss the connection between EPL and unemployment

insurance, and in the discussion on forms of employment protection in Subsection 3.1.

Other institutional factors act as state variables potentially affecting the shock’s trans-

mission. Our identification for the quarterly frequency data using one state variable re-

quires fixed-effects for each regime-country pair, as well as 8 lagged values of the outcome

variable and the shock and the contemporaneous shock which amounts to 51 coefficients

and up to 63 fixed effects.29 Adding another state variable to this analysis as a control

in the same fashion will require the estimation of several hundred coefficients which will

severely lower the statistical power and limit interpretation. Instead of controlling for

29This number is the upper limit of the fixed effects - 21 countries across 3 possible regimes. In actuality
the number is closer to half of this, depending on specification, as institutional factors do not exhibit much
temporal variation so transitions within the same country are rare.
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these variables directly, we will carry out a similar estimation of impulse responses as de-

scribed in detail in Section 4 but using each institutional factor as a single state variable.

This estimation will allow us to look for other institutional factors which produce similar

differential response patterns to those observed for EPL, whose existence would in turn

suggest a similar amplification channel for the shock and warrant the concern that we

may be partly picking up in our results an amplification role of an institution other than

EPL. Conversely, not finding such similar response patterns would materially alleviate

this concern.

With this aim in mind, we add to our panel institutional data regarding temporary

employment protection, employment protection from collective dismissals, union den-

sity, collective bargaining coverage, and net replacement rates for the relevant countries

and time periods30 and estimate the state-dependent specification given by Equation (20)

for different cutoff values. This is a replication of the results presented in Figure 6 using

an alternative state variable. Results for this estimation are shown in Figures 11 through

15 for the state-dependent responses of unemployment, employment to population ratio,

real output, and TFP.

Other Forms of Protection. Protection of temporary employment (EPT) measures seem

to hinder unemployment response at the beginning of the cycle (Figure 11). This is proba-

bly due to the fact that the more restrictive is the hiring of such temporary workers in the

first place, the more difficult it is to adjust employment during a cycle. This conjecture

is in line with the results for employment to population ratio at the lower cutoff values.

However, this pattern is absent for the 35th percentile and 45th percentile cutoffs as there

is no statistically significant differential response pattern in employment. In terms of out-

put, we observe a differential response pattern which is inconsistent along the different

30See Appendix B for detailed descriptions of the data series used.

37



cutoffs and of smaller size than that we observe for EPL. The response of output occurs

without any differential response in TFP. Taken together, these responses suggest that

the effect of EPT on business cycle dynamics is different from that of EPL, leading us to

conclude that differences in EPT do not confound our results regarding EPL.

Using Protection from collective dismissals (EPC) as a state variable in our analysis

results in little to no differential response pattern between the policy regimes in terms of

labor market implication of the shock on impact (Figure 12). There is only a small statisti-

cally significant difference between the lax and strict policy regimes without the ordered

pattern in responses which suggest that EPC may not be the driving force behind the

observed response difference across the policy regimes. There is a differential output re-

sponse pattern which also is not ordered by policy strictness and is smaller in magnitude

than that of EPL and without the differential drop in TFP. Hence, all in all, the results

from Figure 12 lead to the conclusion that our EPL based results are unlikely to be driven

by the EPC-induced amplification mechanisms.

Other Labor Market Institutions. First, using union density as a state variable (Figure

13) results in a differential response pattern in unemployment, the statistical significance

of which is decreasing in the cutoff value, without a differential response in employment

to population ratio. Output and TFP respond differentially to the shock. However, the

responses of real output are not ordered by union density and their duration is shorter

than those obtained for EPL. Moreover, for TFP, the differential responses are similar to

those obtained for EPL and even slightly stronger, but the differential strength is not in

line with the response of output.

Second, if we look at collective bargaining coverage in a similar fashion (Figure 14),

we may observe an interesting pattern. There is a differential impact TFP drop that grows

in strength the more prevailing collective bargaining agreements are. The persistence
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of those responses and their statistical significance declines with the increase in cutoff

values. There is, however, a differential response in recovery that is unlike that of our

baseline results, i.e., a differentially faster recovery of real output, employment, and un-

employment without a differential response on impact. This suggest that the less prevail-

ing are collective bargaining arrangements are, the faster the economy can adjust to the

shock’s impact. The strength of the differential recovery in output is smaller than that

in our baseline using EPL and the contributing factors seem different altogether pointing

towards an interesting find but not to a threat to our conclusions.

Last, although there are complementarities between unemployment benefits generos-

ity and EPL, the former do not seem to generate the same cyclical implication as the latter.

Using net replacement rates as a state (Figure 15) results in no statistically significant dif-

ferential response patterns that survive alternative choice of cutoff values and suggest a

coherent contribution to the dynamic responses and little ordering in responses.

To conclude this subsection, although the exercises carried out in this subsection point

towards interesting effects of other labor market institutions for cyclical dynamics, the

results do not point towards a single institutional factor which may confound our results

regarding EPL’s amplifying effect on the shock’s transmission via a slower reallocation of

the labor input which results in lower aggregate TFP and slower recovery in real output.

7 Conclusion

This paper demonstrates the potential of EPL to amplify macroeconomic shocks in two

steps. First, using a simple search and matching model, we illustrate the contribution of

termination costs and advance notice practices to the propagation of shocks via slower job

flows and a misallocation-induced TFP decline, with the former acting as shock-absorbers

and the latter as shock-amplifiers. Second, we perform an empirical analysis of a panel of
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21 countries aimed at examining the relationship between EPL and economic resilience

using a state-dependent local projections based identification strategy.

Our empirical findings indicate that EPL strictness has the capacity to act as an ampli-

fier of macroeconomic shocks. While diminishing the decrease in employment following

an adverse credit supply shock, it severely hinders the recovery of real output to pre-

shock levels. This sizable and robust relative decline in real activity seems to originate

from a TFP decline that is present in the strict EPL state and is absent in the lax EPL one.

This paper argues that the mechanism underlying this relative decline in TFP is derived

from the misallocation present in our model simulation exercise. Evidence regarding job

flows support this conclusion by showing that countries with stricter EPL have a reduced

capacity to reallocate labor.

From a policymaking standpoint, our results indicate that relaxing EPL measures for

the termination of regular employees may allow a faster recovery of real output in times

of recessions. This sheds light on an often-overlooked potential of labor market policies

to affect business cycle dynamics. From a theoretical standpoint, the empirical results of

this paper may prove of value for model builders in the construction of models that can

accommodate the type of link between EPL, TFP, and varying factors’ utilization observed

in the data conditional on a shock-induced business cycle.
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Appendix A Model Solution

A.1 The Wage Solution

In order to solve for the wage, we look at the first order condition for the insider’s wage

which is:

β( Ji (x) − Jn)− (1− β)(Wi (x) −Wi
n) = 0. (A.1)

After defining the reservation-level one can make the following changes in notation:

r Ji (x) = px− wi (x) + λi
∫ 1

Ri
Ji (s) dG (s) + λi G (Ri) Ji

n

−λi Ji (x) + τEi[ J (x) − Ji (x) ],
(A.2)

r Wi (x) = wi (x) + λi
∫ 1

Ri
Wi (s) dG (s) + λi G (Ri) Wi

n

−λi Wi (x) + τEi[W (x) − Wi (x) ].
(A.3)

These three equations can be combined into:

β
(

px− wi (x) + λi
∫ 1

Ri
Ji (s) dG (s) + λi G (Ri) Ji

n − λi Ji (x) + τEi[ J (x) − Ji (x) ]− rJn
)
−

−(1− β)
(

wi (x) + λi
∫ 1

Ri
Wi (s) dG (s) + λi G (Ri) Wi

n − λi Wi (x) + τEi[W (x) − Wi (x) ]− rWi
n
)
= 0.

Notice that the first order condition can be rearranged into β( Ji (x) )− (1− β)(Wi (x) ) =

βJi
n − (1− β)Wi

n. Substituting this into the previous equation results in:

β(px− wi (x) + λi G (Ri) Ji
n + τEi[ J (x) − Ji (x) ]− rJi

n)

−(1− β)(wi (x) + λi G (Ri) Wi
n + τEi[W (x) − Wi (x) ]− rWi

n)

+(1− G (Ri) )λi[βJi
n − (1− β)Wi

n]− λi[βJi
n − (1− β)Wi

n] = 0.

(A.4)
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Simplifying and rearranging terms yields the wage solution:

wi (x) = βpx + τEi[[βJn − (1− β)Wn]− [βJi
n − (1− β)Wi

n]]

−βrJi
n + (1− β)rWi

n
. (A.5)

A.2 Job-Creation and Job-Destruction Equations for the Deterministic

Model

Recall that the reservation level is the level of x for which J(R) = Jn. Thus, from Equation

(A.2) we can obtain:

r J (R) = pR− w (R) + λ
∫ 1

R
J (s) d G (s) − λ J (R) + λ G (R) Jn. (A.6)

Subtracting this from Equation (A.2) results in

r( J (x) − J (R) ) = p(x− R)− (w (x) − w (R) )− λ J (x) + λ J (R) , (A.7)

which after plugging in the wage solution gives us the value function

J (x) =
1− β

r + λ
p(x− R) + Jn. (A.8)

Combining Equations (A.6) and (A.8), and using the fact that J(R) = Jn one obtains:

rJn = (1− β)pR + βrJn − (1− β)rWn+

λ
∫ 1

R

[
1−β
r+λ p(x− R) + Jn

]
d G (s) − λJn + λ G (R) Jn,
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which simplified can be reduced into the job-destruction condition of the model:

pR− r(Jn + Wn) +
λ

r + λ
p
∫ 1

R
(x− R)d G (s) = 0. (A.9)

Deriving the job-creation equation comes from the outsider’s problem. The first order

condition after imposing free-entry is:

β
(

J0
)
− (1− β)

(
W0 −U

)
= 0. (A.10)

As we did earlier, the value functions can be restated as:

rJ0 = p− w0 + λ
∫ 1

R
J (s) d G (s) + λ G (R) Jn − λJ0, (A.11)

and

rW0 = w0 + λ
∫ 1

R
W (s) d G (s) + λ G (R) Wn − λW0. (A.12)

These three equations can be combined into

w0 = β
(

p + λ
∫ 1

R J (s) d G (s) + λ G (R) Jn
)
−

(1− β)
(

λ
∫ 1

R W (s) d G (s) + λ G (R) Wn − rU
)
− λβJ0 + (1− β)λW0.

(A.13)

Using the first order conditions for both bargaining problems combined with the

above equation one can solve for the outsider’s wage

w0 = βp + λ(βJn − (1− β)Wn) + (1− β)(λ + r)U. (A.14)

From free entry we have that J0 = pc
q(θ) , combining this fact with the value functions in
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Equations A.11 and A.8 and the wage solution we obtain the job-creation condition:

r + λ

1− β

pc
q (θ)

= p
[

1 +
λ

r + λ

∫ 1

R
(s− R)d G (s)

]
+ λ(Wn + Jn)− (λ + r)U, (A.15)

where U = z + θpc β
1−β , and Jn + Wn = φ

U− f
r+φ .
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Appendix B Data

B.1 Indicators of EPL

Variables Definitions. EPL is defined as the OECD’s index Strictness of employment

protection - individual dismissals (regular contracts) (EPR V1) which is defined according

to a method of hierarchies of hierarchies on a 0 to 6 scale. The index aggregates several

different scores spread over three equally weighted categories: procedural inconvenience

(notification procedures and timing), notice and severance pay for no-fault individual

dismissal, and difficulty of dismissal. The method of calculation is shown in Table 2. The

series is used as annual data series and assumed identical over the course of each calendar

year. Additionally, we use the series EPT V1 for the protection on temporary employment.

This series is measured in a similar fashion, but this time as an aggregate of measures

that limit the use of fixed-term and agency workers, and govern their utilization. Finally,

we add the OECD series of employment protection from collective dismissals which is

an aggregate of scores on the definition, procedures and costs involved with collective

dismissals according to the OECD’s predetermined weights.

Sample. Our panel for these variables includes the EPR V1, and EPT V1 indicators’

values for the years of 1985-2014 for 21 countries during the following time periods (for

collective dismissals the series is available for all the following countries for the years

1998-2013, and 1998-2014 for the United Kingdom): Australia 1985-2013; Austria 1985-

2013; Belgium 1985-2013; Canada 1985-2013; Denmark 1985-2013; Finland 1985-2013;

France 1985-2013; Germany 1985-2013; Greece 1985-2013; Ireland 1985-2013; Italy 1985-

2013; Japan 1985-2013; Netherlands 1985-2013; New Zealand 1990-2013; Norway 1985-

2013; Portugal 1985-2013; Spain 1985-2013; Sweden 1985-2013; Switzerland 1985-2013;

United Kingdom 1985-2014; United States 1985-2013.
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B.2 Credit Supply Shock

Variables Definition. To measure global credit supply shocks, we make use of the Gilchrist

and Zakrajek (2012) credit supply shock series. Gilchrist and Zakrajek (2012) use micro-

level data to construct a credit spread index which they decomposed into a component

that captures firm-specific information on expected defaults and a residual component

that they termed as the excess bond premium. The most updated series of the excess

bond premium variable, available from Simon Gilchrist’s website 31 is our measure of

credit supply shocks in this paper. It is taken in monthly values from 1985:m1-2014:m12.

Quarterly and annual values are averages of the corresponding raw monthly values for

1985:Q1-2014:Q4.

B.3 National accounts data

Variables Definitions. Output, consumption, investment, imports, exports and govern-

ment expenditure are defined as the GDP measured by the expenditure approach, pri-

vate final consumption expenditure, gross fixed capital formation, imports and exports of

goods and services, and general government final consumption expenditure respectively.

All six series are taken as volume indexes using OECD reference year and are seasonally

adjusted. We use the data as log-first-differences. Output per-capita is defined as the

quarterly GDP per capita in U.S. dollars, using constant prices, fixed PPP, and seasonally

adjusted. The series are obtained from the OECD’s database at http://stats.oecd.org/

and taken as log-first-differences.

Sample. Our panel includes observations for the years of 1985-2014 for 21 countries dur-

ing the following time periods: Australia 1985:Q1-2013:Q4; Austria 1988Q1-2013:Q4 (out-

31The permanent link for this updated excess bond premium series is
https://www.federalreserve.gov/econresdata/notes/feds-notes/2016/files/ebp_csv.csv.
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put per capita 1995:Q1-2013:Q4); Belgium 1995:Q1-2013:Q4; Canada 1985:Q1-2013:Q4;

Denmark 1995:Q1-2013:Q4; Finland 1990:Q1-2013:Q4; France 1985:Q1-2013:Q4; Germany

1991:Q1-2013:Q4; Greece 1995:Q1-2013:Q4; Ireland 1997:Q1-2013:Q4 (output per capita

1998:Q1-2013:Q4); Italy 1985:Q1-2013:Q4 (output per capita 1995:Q1-2013:Q4); Japan 1994:Q3-

2013:Q4 (output per capita 2007:Q3-2013:Q4); Netherlands 1988:Q1-2013:Q4 (output per

capita 1995:Q1-2013:Q4); New Zealand 1990:Q1-2013:Q4 (output per capita 1991:Q1-2013:Q4);

Norway 1985:Q1-2013:Q4 (output per capita 1995:Q1-2013:Q4); Portugal 1995:Q1-2013:Q4;

Spain 1995:Q1-2013:Q4; Sweden 1985:Q1-2013:Q4 (output per capita 1993:Q1-2013:Q4);

Switzerland 1985:Q1-2013:Q4 (output per capita 1991:Q1-2013:Q4); United Kingdom 1985:Q1-

2013:Q4 (output per capita 1995:Q1-2013:Q4); United States 1985:Q1-2013:Q4.

B.4 Unemployment

Variables Definitions. Our panel utilizes the OECD’s harmonized unemployment (all

persons) series in a monthly frequency. The series is taken as log-first-differences had

been retrieved from the OECD’s database at http://stats.oecd.org/.

Monthly sample. Our monthly panel for unemployment includes observations for the

years of 1985-2014 for 19 countries (data for New Zealand and Switzerland is unavail-

able) during the following time periods: Australia 1985:M1-2013:M12; Austria 1993:M1-

2013:M12; Belgium 1985:M1-2013:M12; Canada 1985:M1-2013:M12; Denmark 1985:M1-

2013:M12; Finland 1988:M1-2013:M12; France 1985:M1-2013:M12; Germany 1991:M1-2013:M12;

Greece 1998:M4-2013:M12; Ireland 1985:M1-2013:M12; Italy 1985:M1-2013:M12; Japan 1985:M1-

2013:M12; Netherlands 1985:M1-2013:M12; Norway 1989:M1-2013:M12; Portugal 1985:M1-

2013:M12; Spain 1986:M4-2013:M12; Sweden 1985:M1-2013:M12; United Kingdom 1985:M1-

2014:M12; United States 1985:M1-2013:M12.
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B.5 Population and Labor-Force Participation

Variables Definitions. We define labor-force participation as the ratio between the ac-

tive population (persons actively engaged in search or currently in employment) and the

working age population. Both measures include all persons aged 15 and over, other than

for Spain, the United Kingdom, and the United States for which the lower bound is 16.

We also make use of the ratio between the employed population to the working age pop-

ulation (employment to population ratio), again for the same ages as mentioned above.

The raw data includes three data series (employed, active, and working age population)

expressed in thousands of persons. The resulting ratios are taken as log-first-differences.

All raw series used for the creation of these ratio series are from the OECD’s database at

http://stats.oecd.org/.

Sample. Our quarterly panel for these ratios includes observations for the years of

1985-2014 for 21 countries during the following time periods: Australia 1985:Q1-2013:Q4;

Austria 1999:Q1-2013:Q4; Belgium 1999:Q1-2013:Q4; Canada 1995:Q1-2013:Q4; Denmark

1999:Q1-2013:Q4; Finland 2000:Q1-2013:Q4; France 2003:Q1-2013:Q4; Germany 2005:Q1-

2013:Q4; Greece 1998:Q1-2013:Q4; Ireland 1999:Q2-2013:Q4; Italy 1998:Q1-2013:Q4; Japan

1985:Q1-2013:Q4; Netherlands 2000:Q1-2013:Q4; New Zealand 1990:Q1-2013:Q4; Norway

2000:Q1-2013:Q4; Portugal 1998:Q1-2013:Q4; Spain 1999:Q1-2013:Q4; Sweden 2001:Q1-

2013:Q4; Switzerland 2010:Q1-2013:Q4 (available only for Q2 for 1999-2009); United King-

dom 1999:Q2-2014:Q4; United States 1985:Q1-2013:Q4.

B.6 Vacancies

Variables Definitions. We define vacancies as the ratio between the stock of vacancies

normalized by the working age population from the previous subsection, which includes
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all persons aged 15 and over, other than for Spain, the United Kingdom, and the United

States for which the lower bound is 16. The raw data includes two data series (total va-

cancy stock, and working age population) expressing numbers of persons and seasonally

adjusted. The resulting normalized series is taken as log-first-differences. All raw series

are from the OECD’s database at http://stats.oecd.org/.

Sample. Our quarterly panel for vacancies includes observations for the years of 1985-

2014 for 12 countries (Canada, Denmark, France, Greece, Ireland, Italy, Japan, Nether-

lands, and New Zealand are missing) during the following time periods: Australia 1985:Q1-

2008:Q2 and 2009:Q4-2013:Q4; Austria 1999:Q1-2013:Q4; Belgium 1999:Q1-2004:Q1; Fin-

land 2000:Q1-2013:Q4; Germany 2005:Q1-2013:Q4; Norway 2000:Q1-2013:Q4; Portugal

1998:Q1-2013:Q4; Spain 1999:Q1-2005:Q1; Sweden 2001:Q1-2013:Q4; Switzerland 2010:Q1-

2013:Q4 (available only for Q2 for 1999-2009); United Kingdom 1999:Q2-2014:Q4; United

States 2001:Q1-2013:Q4.

B.7 Real wage

Variables Definitions. We define the real wage as the ratio of total compensations in

local currency and in current prices deflated using the country’s own consumer price

index using 1985 as a base year and dividing by the number of employed persons. The

raw data includes three data series (the consumer price index, total compensations, and

employed population) which are seasonally adjusted. The resulting ratio, the average

real wage per employed person, is taken as log-first-differences. All raw series used for

the creation of this series are from the OECD’s database at http://stats.oecd.org/.

Sample. Our quarterly panel for these ratios includes observations for the years of 1985-

2014 for 17 countries (Canada, Japan, New Zealand, and the United States are miss-
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ing) during the following time periods: Australia 1985:Q1-2013:Q4; Austria 1995:Q1-

2013:Q4; Belgium 1995:Q1-1997:Q4, 1999:Q1-2013:Q4; Denmark 1995:Q1-2013:Q4; Fin-

land 1998:Q1-2013:Q4; France 2003:Q1-2013:Q4; Germany 1991:Q1-2013:Q4; Greece 1995:Q1-

2013:Q4; Ireland 1998:Q1-2013:Q4; Italy 1998:Q1-2013:Q4; Netherlands 1998:Q1-2013:Q4;

Norway 2000:Q1-2013:Q4; Portugal 1998:Q1-2013:Q4; Spain 1999:Q1-2013:Q4; Sweden

2001:Q1-2013:Q4; Switzerland 2010:Q1-2013:Q4 (available only for Q2 for 1999-2009); United

Kingdom 1999:Q2-2014:Q4; United States 1985:Q1-2013:Q4.

B.8 Capacity utilization

Variables Definitions. We define capacity utilization as the rate of capacity utilization

from the OECD’s business tendency surveys for manufacturing industries. The raw data

is in percentage points, seasonally adjusted, and used as log-first-differences. The series

is from the OECD’s database at http://stats.oecd.org/.

Sample. Our quarterly panel for this series includes observations for the years of 1985-

2014 for 18 countries 32 during the following time periods: Austria 1996:Q1-2013:Q4;

Belgium 1985:Q1-2013:Q4; Denmark 1987:Q1-2013:Q4; Finland 1991:Q1-2013:Q4; France

1985:Q1-2013:Q4; Germany 1985:Q1-2013:Q4; Greece 1985:Q1-2013:Q4; Ireland 1985:Q1-

2008:Q3; Italy 1985:Q1-2013:Q4; Netherlands 1985:Q1-2013:Q4; New Zealand 1990:Q1-

2013:Q4; Norway 1987:Q1-2013:Q4; Portugal 1985:Q1-2013:Q4; Spain 1985:Q1-2013:Q4;

Sweden 1995:Q1-2013:Q4; Switzerland 1985:Q1-2013:Q4; United Kingdom 1985:Q2-2014:Q4;

United States 1985:Q1-2013:Q4.

32Data for Canada is missing. Data for Australia and Japan is available however the range of values for
these two countries is not comparable to the ones in the other countries. To illustrate according to the raw
series the range of values for Australia is from -44 to 13, for Japan -36 to 13 and for all other countries in our
sample from 47.4 to 93.4

55

http://stats.oecd.org/


B.9 Total Factor Productivity

Variables Definitions. TFP is defined as the OECD’s MFP (multifactor productivity)

series. The raw data is an index using 2010 as a base year, seasonally adjusted, and used

as log-first-differences. The series is from the OECD’s database at http://stats.oecd.

org/.33

Sample. Our panel for this variable includes values for the years of 1985-2014 for 19

countries (Greece and Norway are missing) during the following time periods: Australia

1985-2013; Austria 1996-2013; Belgium 1985-2013; Canada 1985-2013; Denmark 1985-2013;

Finland 1985-2013; France 1985-2013; Germany 1985-2013; Ireland 1985-2013; Italy 1985-

2013; Japan 1985-2013; Netherlands 1985-2013; New Zealand 1990-2013; Portugal 1985-

2013; Spain 1985-2013; Sweden 1985-2013; Switzerland 1992-2013; United Kingdom 1985-

2014; United States 1985-2013.

B.10 Hours Worked

Variables Definitions. Hours worked per-employed person are defined as the OECD’s

series average annual hours worked which is the total number of hours actually worked

per year divided by the average number of people in employment per year. The series on

total hours worked is the product of this series with the annual average of the number of

employed persons series described above. The raw data is in numbers of hours and used

as log-first-differences. The series is from the OECD’s database at http://stats.oecd.

org/.

33for more information on the series see http://www.oecd.org/sdd/productivity-stats/2352458.

pdf.
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Sample. Our panel for these variables includes values for the years of 1985-2014 for

21 countries the following time periods: Australia 1985-2013; Austria 1995-2013; Bel-

gium 1985-2013 (Total hours missing for 1998); Canada 1985-2013; Denmark 1985-2013

(total hours missing for 1985-1989); Finland 1985-2013 (total hours missing for 1985-1997);

France 1985-2013 (total hours missing for 1985-2002); Germany 1991-2013; Greece 1985-

2013 (total hours missing for 1985-1988); Ireland 1998-2013; Italy 1995-2013 (total hours

missing for 1995-1997); Japan 1985-2013; Netherlands 1985-2013 (total hours missing for

1985-1997); New Zealand 1990-2013; Norway 1985-2013 (total hours missing for 1985-

2000); Portugal 1985-2013 (total hours missing for 1985-1998); Spain 1985-2013 (total hours

missing for 1985-1998); Sweden 1985-2013 (total hours missing for 1985-2000); Switzer-

land 1991-2013 (total hours missing for 1991-1997); United Kingdom 1985-2014 (total

hours missing for 1985-1998); United States 1985-2013.

B.11 Union Density

Variables Definitions. Union density is defined as the OECD’s series on trade union

density rates which is the ratio of union members divided by the total number of em-

ployees based on administrative data if such data is unavailable, survey data had been

imputed instead. The series is available at an annual frequency, assumed identical within

each calendar year, in a similar fashion to the EPL series, and taken from the OECD’s

database at http://stats.oecd.org/.

Sample. Our panel for this variable includes values for the years of 1985-2014 for 21

countries during the following time periods: Australia 1985-2013; Austria 1985-2013; Bel-

gium 1985-2013; Canada 1985-2013; Denmark 1985-2013; Finland 1985-2013; France 1985-

2013; Germany 1985-2013; Greece 1985, 1990, 1992, 1995, 1998, 2001-2002, 2004-2006, 2008,

2011,2013; Ireland 1985-2013; Italy 1985-2013; Japan 1985-2013; Netherlands 1985-2013;
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New Zealand 1990-2013; Norway 1985-2013; Portugal 1985-1990, 1995, 1997, 2002-2004,

2006, 2008, 2010-2011; Spain 1985-2013; Sweden 1985-2013; Switzerland 1985-2013; United

Kingdom 1985-2014; United States 1985-2013.

B.12 Collective Bargaining Coverage

Variables Definitions. Collective bargaining coverage is the OECD’s series of the same

name which is the ratio of employees covered by collective agreements, divided by all

wage earners with a right to bargaining. The series is available at an annual frequency,

assumed identical within each calendar year, in a similar fashion to the EPL series, and

taken from the OECD’s database at http://stats.oecd.org/.

Sample. Our panel for this variable includes values for the years of 1985-2014 for 21

countries during the following time periods: Australia 1985, 1990, 1998, 2000, 2002, 2004,

2006, 2008, 2010, 2012; Austria 1985, 1990, 1995, 2000, 2005, 2008, 2010, 2013; Belgium

1985, 1990, 1995, 2000, 2002, 2008, 2013; Canada 1985-2013; Denmark 1985, 1990, 1993,

1997, 2000, 2004, 2006-2007, 2009-2010, 2013; Finland 1985, 1989, 1995, 2000, 2002-2006,

2008-2013; France 1985, 1990, 1997, 2004, 2008-2009, 2012; Germany 1985, 1990, 1995-2013;

Greece 1985, 1990, 1995, 2000-2013; Ireland 2000, 2005, 2009; Italy 1985, 1990, 1995, 2000-

2013; Japan 1985, 1988, 1990, 1995, 2000, 2005-2013; Netherlands 1985-1990, 1992-1993,

1996, 2000-2013; New Zealand 1990. 1992-2003, 2007, 2010-2011; Norway 1985, 1990, 1994,

1998, 2002, 2006, 2009, 2013; Portugal 1985, 1990, 1995, 1999-2013; Spain 1985, 1990, 1993-

2013; Sweden 1985, 1990, 1994-1995, 1998, 2000, 2002, 2005, 2007, 2011, 2013; Switzerland

1985, 1990-1992, 1994, 1996, 1999, 2001, 2003, 2005, 2007, 2009-2010, 2012-2013; United

Kingdom 1985, 1990, 1994-2014; United States 1985-2013.
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B.13 Net Replacement Rate

Variables Definitions. Net replacement rate is the OECD’s series on the generosity of

unemployment benefits, taken as replacement rates at 6 months unemployment for an

adult with an average wage partner and two children including housing benefits. Series

available at http://stats.oecd.org/.

Sample. Our panel for this variable includes annual values for the years of 2001-2014 for

21 countries during the following time periods: Australia 2001-2013; Austria 2001-2013;

Belgium 2001-2013; Canada 2002-2013; Denmark 2001-2013; Finland 2001-2013; France

2001-2013; Germany 2001-2013; Greece 2001-2013; Ireland 2001-2013; Italy 2001-2013;

Japan 2001-2013; Netherlands 2001-2013; New Zealand 2001-2013; Norway 2001-2013;

Portugal 2001-2013; Spain 2001-2013; Sweden 2001-2013; Switzerland 2001-2013; United

Kingdom 2001-2014; United States 2001-2013.

B.14 Separation Rate and Job-Finding Rate

Variables Definitions. Both series are taken from the decomposition of OECD data on

employment into flows carried out in Elsby et al. (2013) using the finale data series af-

ter both series had been tested and adjusted for duration dependence in case it exists.

These series are available from the author’s website at https://sites.google.com/site/

mikeelsby/data.

Sample. Our panel for these variables include annual values for monthly flow hazards

for the years of 1985-2009 for 17 countries during the following time periods: Australia

1985-2009; Canada 1985-2009; France 1985-2009; Germany 1985-2009; Ireland 1985-1997,

1999, 2001-2009; Italy 1985-2009; Japan 1985-2009; New Zealand 1987-2009; Norway 1985,
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1988-2009; Portugal 1986-2009; Spain 1985-2009; Sweden 1985-2004, 2007-2009; United

Kingdom 1985-2009; United States 1985-2009.
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Table 1: Model Parameterization.

Baseline No EPL
(1) (2)

Parameters Parameters

p 1.0000 1.0000
c 0.2990 0.2990
λ 0.0340 0.0340
β 0.5000 0.5000
φ 0.7500 62.7500
f 0.3300 0.0000
z 0.5500 0.5500
r 0.0100 0.0100
wn 0.9007 0.9384
q(θ) = σθ−η q (θ) = 0.231θ−0.5 q (θ) = 0.231θ−0.5

Model Steady States Model Steady States

u 0.1046 0.1098
na 0.0322 0.0004
n 0.8631 0.8898
TFP 0.9489 0.9933
R 0.8230 0.8881
θ 1.0011 1.1257
Output 0.8496 0.8842

Markov matrix

Transition Probabilities
state λ 1 2
1 1.1λ 0.9000 0.1000
2 0.9λ 0.1000 0.9000

Notes: This table consists of the parameters’ values used for the model from Section 2.
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Table 2: EPL: Components and Weights.

EPL
index Weights OECD main series Weights OECD basic series

EPR v1
-

regular
contracts

33.3% Procedural
inconvenience

50.0% Notification procedures

50.0% Delay involved before notice
can start

33.3%

Notice and
severance pay

for no-fault
individual
dismissal

14.3% Length of the notice period at 9
months tenure

14.3% Length of the notice period at 4
years tenure

14.3% Length of the notice period at
20 years tenure

19.0% Severance pay at 9 months
tenure

19.0% Severance pay at 4 years tenure

19.0% Severance pay at 20 years
tenure

33.3% Difficulty of
dismissal

25.0% Definition of justified or unfair
dismissal

25.0% Length of trial period

25.0% Compensation following unfair
dismissal

25.0% Possibility of reinstatement
following unfair dismissal

Notes: The weights and the basic series are those used by the OECD and retrieved from
http://www.oecd.org/els/emp/oecdindicatorsofemploymentprotection.htm.
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Table 3: Job Flows and EPL.

Average flow hazards by policy regimes

Job finding rate Separation rate

(1) (2) (3) (4)
Coef. P-value Coef. P-value

Lax 0.2512 0.0000 0.0178 0.0000
Intermediate 0.1819 0.0000 0.0101 0.0000
Strict 0.0861 0.0000 0.0063 0.0000

Differences between groups

Coef. P-value Coef. P-value

Lax-Intermediate 0.0693 0.0000 0.0077 0.0000
Intermediate-Strict 0.0958 0.0000 0.0038 0.0004
Lax-Strict 0.1651 0.0000 0.0115 0.0000

Notes: The first three rows are obtained from simply regressing the job-finding rate and
separation rate data from Elsby et al. (2013) on the three policy dummies without a con-
stant term so as to obtain the group averages. The last three rows indicate the differ-
ences between every pair of groups and their statistical significance. Inference is based
on Driscoll and Kraay (1998) standard errors.

63



Figure 1: Theoretical Impulse Responses Conditional on EPL Regime.
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Notes: Theoretical impulse response functions for each variable to a 10% increase in the
arrival rate of idiosyncratic shocks to match quality, λ. Impulse responses for our baseline
EPL regime model, whose calibration appears in column 1 in Table 1, is presented in blue;
impulse responses for the no-EPL regime, whose calibration appears in column 2 in Table
1, is shown in red. Horizon is in quarters and the vertical axis’ units are the percentage
changes from steady-state level of each variable in response to the shock.
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Figure 2: Impulse Responses to a One Standard Deviation Credit Supply Shock Under
Different EPL Regimes: Labor Market Variables.
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Notes: Impulse response functions for each outcome measure estimated using the state-
dependent model described in Equation (20). The IRF for strict EPL regime is presented
in blue, the IRF for the lax EPL regime in red and the intermediate regime in black. Full
data points represent horizons at which the point estimate for the IRF is statistically sig-
nificantly different than zero (p-value≤ 0.05). Shaded areas indicate that the difference in
response between the strict and lax groups is significantly different from zero (p-value ≤
0.05 in light-blue shading and p-value ≤ 0.1 in gray). Inference is based on Driscoll and
Kraay (1998) standard errors.
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Figure 3: Impulse Responses to a One Standard Deviation Credit Supply Shock Under
Different EPL Regimes: National Accounts.
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Notes: Impulse response functions for each outcome measure estimated using the state-
dependent model described in Equation (20). The IRF for strict EPL regime is presented
in blue, the IRF for the lax EPL regime in red and the intermediate regime in black. Full
data points represent horizons at which the point estimate for the IRF is statistically sig-
nificantly different than zero (p-value≤ 0.05). Shaded areas indicate that the difference in
response between the strict and lax groups is significantly different from zero (p-value ≤
0.05 in light-blue shading and p-value ≤ 0.1 in gray). Inference is based on Driscoll and
Kraay (1998) standard errors.
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Figure 4: Impulse Responses to a One Standard Deviation Credit Supply Shock Under
Different EPL regimes: TFP, Hours Worked, and Utilization.
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Notes: Impulse response functions for each outcome measure estimated using the state-
dependent model described in Equation (20). The IRF for strict EPL regime is presented
in blue, the IRF for the lax EPL regime in red and the intermediate regime in black. Full
data points represent horizons at which the point estimate for the IRF is statistically sig-
nificantly different than zero (p-value≤ 0.05). Shaded areas indicate that the difference in
response between the strict and lax groups is significantly different from zero (p-value ≤
0.05 in light-blue shading and p-value ≤ 0.1 in gray). Inference is based on Driscoll and
Kraay (1998) standard errors.
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Figure 5: Impulse Responses to a One Standard Deviation Credit Supply Shock Under
Different EPL regimes: Separation Rate and Job-Finding Rate.
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Notes: Impulse response functions for each rate estimated using the local projections with-
out state-dependence are in the first row. Impulse response functions for each rate esti-
mated using the state-dependent model described in Equation (20) are presented in the
second. The IRF for strict EPL regime is presented in blue, the IRF for the lax EPL regime
in red and the intermediate regime in black. Full data points represent horizons at which
the point estimate for the IRF is statistically significantly different than zero (p-value ≤
0.05). Shaded areas indicate that the difference in response between the strict and lax
groups is significantly different from zero (p-value ≤ 0.05 in light-blue shading and p-
value ≤ 0.1 in gray). The third row illustrates the implied rates obtained from the mul-
tiplying average level at each policy group with the impulse response in that particular
horizon. Inference is based on Driscoll and Kraay (1998) standard errors.
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Figure 6: Robustness to Different Cutoff Values.
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Notes: Impulse response functions for each outcome measure estimated using the state-
dependent model described in Equation (20) with different cutoff values for EPL regimes.
The IRF for strict EPL regime is presented in blue, the IRF for the lax EPL regime in red
and the intermediate regime in black. Full data points represent horizons at which the
point estimate for the IRF is statistically significantly different than zero (p-value ≤ 0.05).
Shaded areas indicate that the difference in response between the strict and lax groups is
significantly different from zero (p-value ≤ 0.05 in light-blue shading and p-value ≤ 0.1
in gray). Inference is based on Driscoll and Kraay (1998) standard errors.
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Figure 7: Robustness to Different Lag Orders: Quarterly Variables.
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Notes: Impulse response functions for each outcome measure estimated using the state-
dependent model described in Equation (20) with different lag specification. The IRF for
strict EPL regime is presented in blue, the IRF for the lax EPL regime in red and the inter-
mediate regime in black. Full data points represent horizons at which the point estimate
for the IRF is statistically significantly different than zero (p-value ≤ 0.05). Shaded areas
indicate that the difference in response between the strict and lax groups is significantly
different from zero (p-value ≤ 0.05 in light-blue shading and p-value ≤ 0.1 in gray). In-
ference is based on Driscoll and Kraay (1998) standard errors.
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Figure 8: Robustness to Different Lag Orders: Monthly Unemployment.
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Notes: Impulse response functions for unemployment rates estimated using the state-
dependent model described in Equation (20) with different lag specifications. The IRF for
strict EPL regime is presented in blue, the IRF for the lax EPL regime in red and the inter-
mediate regime in black. Full data points represent horizons at which the point estimate
for the IRF is statistically significantly different than zero (p-value ≤ 0.05). Shaded areas
indicate that the difference in response between the strict and lax groups is significantly
different from zero (p-value ≤ 0.05 in light-blue shading and p-value ≤ 0.1 in gray). In-
ference is based on Driscoll and Kraay (1998) standard errors.
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Figure 9: Robustness to Alternative Output Measure.
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Notes: Impulse response functions output per-capita estimated using the state-dependent
model described in Equation (20) while also considering different cutoff values for EPL
regimes. The IRF for strict EPL regime is presented in blue, the IRF for the lax EPL regime
in red and the intermediate regime in black. Full data points represent horizons at which
the point estimate for the IRF is statistically significantly different than zero (p-value ≤
0.05). Shaded areas indicate that the difference in response between the strict and lax
groups is significantly different from zero (p-value ≤ 0.05 in light-blue shading and p-
value ≤ 0.1 in gray). Inference is based on Driscoll and Kraay (1998) standard errors.
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Figure 10: Robustness to Choice of Sample.
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Notes: Impulse response functions for each outcome measure estimated using the state-
dependent model described in Equation (20) for different sample choices. Abbreviations:
No U.S.: sample without the united states; No FC: sample without the 2008 financial
crisis. The IRF for strict EPL regime is presented in blue, the IRF for the lax EPL regime in
red and the intermediate regime in black. Full data points represent horizons at which the
point estimate for the IRF is statistically significantly different than zero (p-value ≤ 0.05).
Shaded areas indicate that the difference in response between the strict and lax groups is
significantly different from zero (p-value ≤ 0.05 in light-blue shading and p-value ≤ 0.1
in gray). Inference is based on Driscoll and Kraay (1998) standard errors.
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Figure 11: Other Institutional Factors: Protection of Temporary Employees.
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Notes: Impulse response functions for each outcome measure estimated using the state-
dependent model described in Equation (20) with different cutoff values for EPT regimes.
The IRF for strict EPT regime is presented in blue, the IRF for the lax EPT regime in red
and the intermediate regime in black. Full data points represent horizons at which the
point estimate for the IRF is statistically significantly different than zero (p-value ≤ 0.05).
Shaded areas indicate that the difference in response between the strict and lax groups is
significantly different from zero (p-value ≤ 0.05 in light-blue shading and p-value ≤ 0.1
in gray). All inference is based on Driscoll and Kraay (1998) standard errors.
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Figure 12: Other Institutional Factors: Protection Collective Dismissals.
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Notes: Impulse response functions for each outcome measure estimated using the state-
dependent model described in Equation (20) with different cutoff values for EPC regimes.
The IRF for strict EPC regime is presented in blue, the IRF for the lax EPC regime in red
and the intermediate regime in black. Full data points represent horizons at which the
point estimate for the IRF is statistically significantly different than zero (p-value ≤ 0.05).
Shaded areas indicate that the difference in response between the strict and lax groups is
significantly different from zero (p-value ≤ 0.05 in light-blue shading and p-value ≤ 0.1
in gray). All inference is based on Driscoll and Kraay (1998) standard errors.
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Figure 13: Other Institutional Factors: Union Density.
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Notes: Impulse response functions for each outcome measure estimated using the state-
dependent model described in Equation (20) with different cutoff values for levels of
union density. The IRF for high union density is presented in blue, the IRF for the low
union density in red and the intermediate regime in black. Full data points represent
horizons at which the point estimate for the IRF is statistically significantly different than
zero (p-value ≤ 0.05). Shaded areas indicate that the difference in response between the
high and low groups is significantly different from zero (p-value ≤ 0.05 in light-blue
shading and p-value ≤ 0.1 in gray). All inference is based on Driscoll and Kraay (1998)
standard errors.
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Figure 14: Other Institutional Factors: Collective Bargaining Coverage.
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Notes: Impulse response functions for each outcome measure estimated using the state-
dependent model described in Equation (20) with different cutoff values for collective
bargaining coverage levels. The IRF for high collective bargaining coverage levels is pre-
sented in blue, the IRF for the low collective bargaining coverage levels in red and the
intermediate regime in black. Full data points represent horizons at which the point esti-
mate for the IRF is statistically significantly different than zero (p-value ≤ 0.05). Shaded
areas indicate that the difference in response between the high and low groups is sig-
nificantly different from zero (p-value ≤ 0.05 in light-blue shading and p-value ≤ 0.1 in
gray). All inference is based on Driscoll and Kraay (1998) standard errors.
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Figure 15: Other Institutional Factors: Net Replacement Rates.
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Notes: Impulse response functions for each outcome measure estimated using the state-
dependent model described in Equation (20) with different cutoff values for replacement
rates generosity levels. The IRF for high replacement rate regime is presented in blue,
the IRF for the low replacement rate regime in red and the intermediate regime in black.
Full data points represent horizons at which the point estimate for the IRF is statistically
significantly different than zero (p-value≤ 0.05). Shaded areas indicate that the difference
in response between the high and low groups is significantly different from zero (p-value
≤ 0.05 in light-blue shading and p-value ≤ 0.1 in gray). All inference is based on Driscoll
and Kraay (1998) standard errors.

78


	Introduction
	Theoretical Motivation
	The Model
	The Effects of EPL on Business Cycle Dynamics

	Data
	EPL Definition and Measurement
	Outcome Measures
	Shock Variable

	Methodology
	Empirical Analysis
	EPL's Implications for Business Cycle Dynamics

	Robustness
	Alternative specifications and Samples
	Other Forms of EPL and Other Institutional Factors

	Conclusion
	Model Solution
	The Wage Solution
	Job-Creation and Job-Destruction Equations for the Deterministic Model

	Data
	Indicators of EPL
	Credit Supply Shock
	National accounts data
	Unemployment
	Population and Labor-Force Participation
	Vacancies
	Real wage
	Capacity utilization
	Total Factor Productivity
	Hours Worked
	Union Density
	Collective Bargaining Coverage
	Net Replacement Rate
	Separation Rate and Job-Finding Rate


