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Introduction  

Previous studies targeting accuracy improvements of default models have focused on finding the opti-

mal set of explanatory variables or on specifying the optimal methodology used to estimate the likeli-

hood of failure. A third aspect concerning the prediction of financial distress, which has not received 

much attention, is the definition of financial distress, which seems to vary significantly among different 

studies. Altman (1968) and Ohlson (1980) attempted to forecast bankruptcy, which they identified with 

a firm's filing of a bankruptcy petition. Dichev (1998) outlined a broader definition of distress, by ad-

dressing firms that were delisted because of poor performance as his sample for failed firms. Shumway 

(2001) used bankruptcy and delisting events as an indicator of financial distress. Campbell, Hilscher, 

and Szilagyi (2008) used a failure indicator that included bankruptcy filings, delisting for financial rea-

sons or receiving a D rating. Bharath and Shumway (2008) defined distress as default; they obtained 

their default data from the database of firm default maintained by Edward Altman and by using the list 

of defaults published by Moody's. In this paper, we alter the focus to the choice of the dependent vari-

able and explore whether the common practice of using proxies for default events to increase sample 

size indeed improves accuracy. 

There are several possible reasons for researchers' practice of using proxies for default events. First, a 

standard dataset of default events among US public companies is non-existent and therefore researchers 

rely on diverse sources for the construction of their events lists. Second, the number of default events 

is relatively small. Moreover, once such a list is intersected with other data (e.g. accounting or market 

data), the final set becomes even smaller. Under these terms it is tempting to use alternative distress 

definitions (proxies for defaults) in order to expand the set of failure events.  

The proximity of the default events to other types of negative events assists in identifying such proxies. 

A financial default is a state in which a debtor is unable or unwilling to fulfill the terms of a debt contract 

or a debt instrument. Such an event may come after occurrence of other negative events such as a rating 

downgrade or a major drop in the value of the equity. A default may also precede other types of financial 

distress events, such as bankruptcy filing or delisting. Rating agencies exert effort in identifying default 

events and their exact timing. Moody’s definition of default includes three types of credit events: (1) a 
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missed or delayed disbursement of interest and/or principal; (2) bankruptcy filing or legal receivership; 

(3) a distressed exchange. 1 2 The time of default is set (by the rating agency) to be the earliest of the 

above events, because it is then that the major loss is recognized.  Missed or delayed payments and 

distressed exchanges normally precede bankruptcy filings and therefore default events (as defined by 

rating agencies) normally precede bankruptcy events. 3  Moody’s (2000) emphasizes that the alternative 

definitions of default are not intended to broaden the central idea of non-payment or bankruptcy, but 

simply to get the timing right. Yet, Moody’s definition of default is also slightly broader than the defi-

nition of bankruptcy, because it also includes delayed payments. Such events do not necessarily lead to 

bankruptcies as debtors could be repaid later on, however rating agencies still consider them as default 

events because of the meaningful opportunity costs they load on investors.  

We hypothesize that rating agencies’ effort for timing accuracy is valuable and hence default-prediction 

models outperform other models that also use proxies for default prediction. We specify four alternative 

definitions for distress, three of which are well-known definitions: bankruptcy, default and delisting. 

We identify Bankruptcy with a firm's deletion from Compustat for bankruptcy or liquidation reasons, 

or with an indication of bankruptcy in the financial statements (bankruptcy footnote). We follow Bha-

rath and Shumway (2008), using the default definition of distress; we obtain the default data from S&P 

and Moody's default lists. We also follow Dichev (1998), using exchange delisting for liquidation or 

poor performance as a proxy for distress. In addition, we examine another proxy for distress: drawdown. 

A drawdown event occurs when a stock has a significant negative accumulated return from its highest 

record in the preceding 12 months. We examine this type of event as an example of distress events that 

precede defaults. 4  

                                                           
1 This definition appears in various default studies by Moody’s. See for example, Moody’s (2011) page 61. 

S&P definition of default is similar. See for example Standard and Poor’s (2011) p. 65. 
2 A distressed exchange is an event in which the issuer offers bondholders a new security or package of secu-

rities that amount to a diminished financial obligation (such as preferred or common stock, or debt with a lower 

coupon or par -amount) helping the borrower to avoid the other types of default. 
3 Brunner and Krahnen (2008) showed in the context of bank debt that private workout activities usually 

commence well before formal bankruptcy proceedings are initiated and therefore a bankruptcy filing may be a 

late indicator of financial distress. 
4 We also examined two other distress definitions: Penny event (the first time stock prices falls below $1 value) 

and low return (the first time 12 month accumulated return was lower than 80%). These definitions resulted in 
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Using a simple multi-period LOGIT model, we compare prediction models based on a narrow definition 

of default to prediction models that use different proxies for default events (bankruptcy, deletion, 

drawdown or combinations of these definitions), and show that the former outperforms in the prediction 

of default and in explaining CDS spreads. Our results are robust to the choice of the estimation method 

(LOGIT or hazard model) and explanatory variables (accounting-based or market-based). We conclude 

that one cannot improve default prediction by making use of other distress events. 

 The study proceeds as follows: the next section discusses the data. In this section, we discuss the 

alternative definitions of distress that we analyze in the paper and conduct a comparison between the 

definitions. Section 2 discusses the methodologies used in the study. Section 3 outlines the results. We 

conclude in section 4.  

 

1. Data 

We examine all firms in the intersection of the Compustat Industrial File and the CRSP Daily stock 

return File. The data set consists of financial data from 1990 to 2009.5 Firms with Standard Industrial 

Classification (SIC) codes from 6,000 to 6,999 (financial firms) are excluded.  

1.1 Financial distress data 

We specify four alternative definitions of distress: bankruptcy, default, delisting and drawdown. We 

document the financial distress events in the following manner: first, we identify the first event for each 

of the distress definitions, for each company within the data set. Financial distress events may have a 

long-term effect; therefore, we define a three-year time range as part of the same financial distress event. 

Accordingly, we remove all data within three years following the first identified event.6 Only after 

                                                           
larger event sets than in other definitions and prediction models based on these definitions had a poorer perfor-

mance comparing to the traditional definitions (bankruptcy, default and delisting). We do not present these results 

and they are available upon request. 
5  Note that since we predict distress one year ahead, our sample of accounting spans the period of 1990-2008 

while the distress event data (including stocks performance) spans the period of 1991-2009 and therefore also 

includes the Global Financial Crisis. 
6 Firms may default repeatedly. However, many times subsequent default announcements only reflect the same 

default event. For example, Catalyst Paper Co. defaulted in 2010, 2011 and 2012. Thus, using 2010 observation 
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eliminating the data as reported, we identify the next financial distress event. We repeat this process for 

all recurring events, for each distress definition separately.7 In this fashion, we build four data sets, one 

for each distress definition for the years 1991-2009. As such, our sample also includes the Global 

Financial Crisis of 2007-2009. 

Definitions of financial distress events: 

Default – Firms that appeared in the S&P and Moody's default lists. We define the date of the default 

event as the earlier of the default dates indicated by the two rating agencies. 

Bankruptcy- We define bankruptcy as one of the following:  

Deletion- The firm was deleted from Compustat, because of  bankruptcy or liquidation. We define the 

date of the bankruptcy event as the first day after the firm's last annual or quarterly report.  

Footnote- The firm's annual or quarterly report included a 'bankruptcy footnote'. We define the date of 

the bankruptcy as the date of the first report that included the footnote. 

Delisting – The firm was delisted because of poor performance. We analyze firms with CRSP delisting 

code in the 400 and 500 classes. 8 

Drawdown - The firm’s stock price fell by 96.6% from its highest record within the previous 12 

months.9 

1.2 Comparison of the different definitions of financial distress 

In order to compare the different definitions of financial distress, we construct crosschecking tables. 

For this comparison, we analyze only the first distress event, for each of the four financial distress 

                                                           
for predicting default in 2011 is already “contaminated” by the default of the firm in 2010. The subsequent de-

fault events only reflect the firm’s unsuccessful effort to overcome its financial distress. Default prediction mod-

els, in our perspective, focus on credit quality assessment of healthy firms rather than recovery prediction of de-

faulted firms. Therefore, if a firm defaults in 2000, we estimate its probability to default on 31 December 1999 

and then drop this firm from our sample for the years 2000, 2001 and 2002. 
7 For example, if firm A defaulted in 2003, we indicate a default event in the year subsequent to 2002 and re-

move annual observations for years 2003, 2004 and 2005 from analysis of default events. However, the indica-

tion of a default event does not affect the construction of the other distress-events samples. Therefore, if this 

firm was delisted in year 2004, we indicate a delisting event subsequent to the annual observation of 2003 and 

remove annual observations for years 2004, 2005 and 2006.   
8 A CRSP delisting code in the 400 class means that the firm is being liquidated. The 500 class indicates that the 

firm is being delisted because of poor performance.   
9 We chose this threshold to assure an amount of drawdown events in years 1990-2009 is similar to that of bank-

ruptcy events. 
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definitions.10 As an example, if firm A defaulted three times during the sample years and was delisted 

twice, we only examine the first default event and the first delisting event.  

 Table 1 displays the number of observed events for each of the distress definitions, and the number of 

observed joint events for every pair of definitions. The comparison reveals that delisting events are 

more frequent than those of default, bankruptcy and drawdown. We identify 5,542 delistings, 1,495 

bankruptcies, 1,503 drawdowns and only 1,098 defaults. It might seem strange that we identify more 

bankruptcies than defaults. This outcome is the first indication that the rating agencies' default lists 

suffer from selection bias, which results in fewer defaults in our sample.  This finding results from the 

fact that many of the bankrupt firms were not rated. 

The analysis indicates that there is a connection between the different types of distress events; 74.4% 

of the defaulted firms and 90.2% of the bankrupt firms undergo a delisting event. However, Only 32.2% 

of the bankrupt firms experience default. Only 19.7% and 22.6% of firms that experience a drawdown 

event, experience a default and a bankruptcy event respectively. This result may suggest that the 

drawdown definition is too broad, as only a small fraction leads to default and bankruptcy. This 

characteristic might limit its use for credit risk prediction.  In this context, the delisting definition 

demonstrates similar results: Only 14.7% of the delisted firms experience default, and 24.3% of the 

delisted firms experience bankruptcy.    

1.3 Independent variables 

We estimate the prediction models with two different sets of independent variables. The forecasting 

models contain Altman's (1968) and Ohlson's (1980) independent variables, which have been widely 

used in other studies and in practice. Since our only focus is the dependent variable's effect on financial 

distress prediction, we choose these common accounting based measures, taking into account that 

adding market based variables may possibly improve our prediction results.  

                                                           
10 For comparing the different definitions, we include all firm-years. (We do not eliminate outliers and firm-

years with missing data). 
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Altman's variables include the ratios of working capital to total assets (WC/TA), retained earnings to 

total assets (RE/TA), earnings before interest and taxes to total assets (EBIT/TA), market value equity 

to total liabilities (MVE/TL), and sales to total assets (S/TA). Ohlson's variables include log of total 

assets (SIZE), total liabilities to total assets (TL/TA), working capital to total assets (WC/TA), current 

liabilities to current assets (CL/CA), a dummy variable which gets a value of 1 if total liabilities exceed 

total assets, and 0 otherwise (OENEG), net income to total assets (NI/TA), funds provided by operations 

to total liabilities (FPO/TL), a dummy variable which gets a value of 1 if net income was negative for 

the last two years and 0 otherwise (INTWO), the ratio (NIt − NIt−1)/(|NIt| + |NIt−1|), where NIt is 

the net income for the most recent period (CHIN).  

There are a number of extreme values among the observations. In order to ensure that outliers will not 

heavily influence the results, we eliminate all observations that are higher than the ninety-ninth 

percentile or lower than the first percentile of each variable. Since a complete set of explanatory 

variables is not always observable for each firm's annual report, we eliminate all annual reports for 

which the explanatory data set is not complete.   

For robustness checks, we also estimate a model using market-based explanatory variables. Shumway 

(2001) showed that a market-based model has greater bankruptcy prediction power than an accounting-

based model. We follow Shumway (2001) in using the following market variables: Size has been shown 

to be a very important predictive variable. We use market capitalization of the firm at the end of the 

year to measure size. To make the variable stationary, we use the logarithm of each firm’s size relative 

to the size of the NYSE/AMEX (we denote this variable SIZE2 to differ from the previous definition 

of SIZE). Equity return has also been shown to be a good predictor of bankruptcy. We measure each 

firm’s excess return (ER) as the return of the firm minus the value-weighted CRSP NYSE/AMEX index. 

We calculate each firm’s annual returns by cumulating monthly returns. When some of a firm’s monthly 

returns are missing, we use the CRSP NYSE/AMEX return instead. We also use SIGMA, the idiosyn-

cratic standard deviation of each firm’s equity. We regress each firm’s monthly return in the previous 

year on the value-weighted CRSP NYSE/AMEX index return for the same months. SIGMA is the 
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standard deviation of the residual of this regression. We only use SIGMA calculations based on 12 

months of returns. 

While SIZE2, ER and SIGMA are all based on Shumway (2001), we add an additional market variable 

Beta to measure firms’ systematic risk. Beta is the estimated coefficient of the NYSE/AMEX index in 

the regressions used for calculating SIGMA. Beta has been used in explaining credit ratings in many 

papers such as Blume, Lim and MacKinlay (1998), Jorion, Shi and Zhang (2009), Alp (2013), and 

Baghai, Servaes and Tamayo (2014). To avoid outliers, we follow Shumway (2001) and winsorize all 

market variables at the 1% and 99% level. 

 

1.4 Forecasting models  

We build four samples of annual accounting data, one for each financial distress definition. We estimate 

the probability of a firm's financial distress with its annual accounting data. If a firm endures a distress 

event within 12 months after the annual report of year t, the distress dummy of this firm will be assigned 

1 for year t and 0 otherwise. Table 2 shows the distribution of the distress events across the years. The 

table presents the number of failures in each year, for each of the distress definitions. We emphasize 

that the estimation samples were built taking into account recurring events, as explained earlier. Table 

3 shows the summary statistics for the estimation samples (1990-1998) for all accounting-based 

continuous variables, by dividing each sample to distress and healthy firm-years.  

Most financial ratios come out as expected. The WC/TA and FPO/TL ratios, which are liquidity ratios, 

tend to be larger for the healthy firm-years. For example, the median WC/TA ratio in the default sample 

is 0.246 for healthy observations and only 0.061 for distressed observations. The TL/TA ratio, which 

indicates what proportion of the company's assets is being financed through debt, tends to be larger for 

failing firm-years. As expected, the SIZE variable tends to be larger for healthy firm-years. This result 

is robust for all samples, apart from the default sample. The reason for this outcome lies in the nature 

of the default sample. We collect the default data manually from S&P and Moody's default lists. These 

lists only include firms that are currently rated or had been rated in the past. Therefore, there are firms 
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in our sample that may have endured a default event that was not  documented because they were not 

ever rated. Consequently, small defaulting firms in our sample, which are less likely to have been rated, 

may not appear in our default lists. This may explain why the SIZE variable is bigger for defaulters in 

the default sample. This bias in the default sample may influence the financial distress predictions. To 

overcome this problem we define an additional financial distress definition; default among rated. For 

this definition, we only keep firms that have been rated by S&P (as indicated in Compustat) in the 

sample.  

 A comparison of the default sample and summary statistics of the default among rated sample shows 

that addressing the size bias of defaulted firms in our sample results in a larger SIZE variable for healthy 

firm-years compared with that of the defaulted ones.  In the first default sample the median SIZE 

variable is 4.619 for healthy observations and 5.398 for distressed observations, in the default among 

rated sample the mean SIZE variable is 7.044 for healthy observations and 5.751 for distressed 

observations. This implies that within the rated firms, SIZE is negatively correlated with distress. This 

result is coherent with the findings of previous studies such as Campbell, Hilscher and Szilagyi (2008), 

which showed that bankrupt firms tend to be relatively small.  

2. Methodology   

We divide each of the five samples into two groups: estimation sample and control sample (out-of-

sample). The estimation sample consists of all annual financial statements between the years 1990-

1998.  The control sample consists of all annual financial statements between the years 1999-2008. As 

stated in the previous section, if a firm undergoes a financial distress event within 12 months after the 

annual financial statement of year t, the distress dummy of this firm will be assigned 1 for year t and 0 

otherwise. 

We are only interested in how the choice of the dependent variable affects the financial distress predic-

tions. Therefore, we use a standard static LOGIT method, taking into consideration that using a more 

advanced method could probably improve the prediction results. We examine discrete-period hazard 

models in section (3.3). We maximize the following likelihood function (L): 
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  𝐿 = ∑ ∑ {𝑑𝑖𝑡𝑙𝑛𝐺(𝑥𝑖𝑡) + (1 − 𝑑𝑖𝑡)𝑙𝑛[1 − 𝐺(𝑥𝑖𝑡)]}𝑇
𝑡=1

𝑁
𝑖=1  

where 𝑑𝑖𝑡 is 1 if firm 𝑖 defaults during year 𝑡 + 1 and 0 otherwise and 𝐺(𝑥𝑖𝑡) is the logistic function:  

 𝐺(𝑥𝑖𝑡) =
𝑒𝑥𝑝(𝛽𝑥𝑖𝑡)

1+𝑒𝑥𝑝(𝛽𝑥𝑖𝑡)
 

where 𝑥𝑖𝑡 is the explanatory variable. 

For each of the four distress types we first estimate the Altman and Ohlson models' coefficients using 

the estimation sample and then we test the models' power using the control sample. That is, we construct 

two prediction models for each of the four definitions; one by using Ohlson's variables, and the other 

by using Altman's variables. Consistent with much of the prior literature, we examine each updated 

measure's ability to explain the five distress outcomes over the following year.      

2.1 Prediction ability 

In the case of distress models, validation involves examining a model along two aspects: Model 

Calibration and Model Power. Calibration addresses the accuracy of a model's predicted probability, 

whereas a model's power is its ability to discriminant between distressed and non-distressed 

observations.  To examine the models' prediction ability, we present findings from two validation 

methods. Both evaluation methods are power tests, and as such only require the ranking of the firms' 

distress probabilities, and not the estimation of the actual probabilities of distress.  

Deciles method: 

Following Shumway (2001), we sort all observations in the control sample into deciles, based on their 

failure probabilities. We then examine whether the observations of distressed firm-years show up in the 

riskier groups. If the model predicts financial distress properly, we would see failing firm-years 

extensively in the first few deciles. The deciles method is useful for providing an intuitive foundation 

but is limited in the information it provides. Furthermore, we are not aware of a statistical inference or 

other tests that allow proper quantitative evaluation or ranking of this method's results.   
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ROC curve method: 

Another method of forecast ability evaluation is the Receiver Operating Characteristic (ROC) curve. 

As stated above, the prediction models produce predicted probabilities of distress for each firm-year. A 

critical probability value (cutoff point) is defined as the value that outlines all observations with higher 

probability of failure as "risky" (classified as distressed) and all the observations with lower probability 

of failure as "safe" (classified as non-distressed). For every cutoff point, the type I and type II error rates 

can be measured.  A type I error is said to occur when the observation's probability of distress is greater 

than the cutoff point, but the observation (a specific firm in a specific year) does not experience a 

financial distress event the following year. In a similar fashion, a type II error will occur if the 

observation's probability of distress is less than the cutoff point, and the observation does in fact endure 

a financial distress event the following year. 

The ROC curve generalizes the contingency table representation of the model performance through all 

potential cutoff points. The ROC curve provides information on the performance of the model at all 

possible cutoff points, measuring the tradeoff between the type I and type II error rates for the entire 

range of cutoff points. The x-axis presents the false positive rate (type I error) and the y-axis presents 

the true positive rate (1- type II error). A point is plotted on the graph for each of the cutoff points. 

These plotted points form the ROC curve. 

A well-known index associated with the ROC curve is the Area Under Curve (Swets and Pickett, 1982). 

The Area Under Curve (AUC) is an index for measuring the performance of the model. The greater the 

AUC, the better the model classifies the failed and non-failed observations. The AUC range is between 

0.5 (random model) and 1 (perfect model). We use the De-Long test (DeLong, DeLong, and Clarke-

Pearson, 1988) for AUC statistical comparison.  

2.2 CDS regressions 

After evaluating the prediction ability of the forecast models, we go on to examine the generated default 

probabilities ability to explain Credit Default Swaps (CDS) spreads. Following Berndt et al. (2008), 
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and Bharath and Shumway (2008) we regress the log of the CDS spread against the log of default 

probabilities produced from the different prediction models. We run the following regressions: 

   log 𝐶𝐷𝑆𝑖𝑡 = 𝛼 + 𝛽𝑗 ∙ log 𝐹𝐷𝐹𝑖𝑡
𝑗

+ 𝜀𝑖𝑡, 

   log 𝐶𝐷𝑆𝑖𝑡 = 𝛼 + 𝛽𝑗 ∙ log 𝐹𝐷𝐹𝑖𝑡
𝑗

+ 𝛽𝑘 ∙ log 𝐹𝐷𝐹𝑖𝑡
𝑘 + 𝜀𝑖𝑡, 

where 𝐶𝐷𝑆𝑖𝑡 is the CDS spread of firm 𝑖 in time 𝑡 and 𝐹𝐷𝐹𝑖𝑡
𝑗
 is the financial distress probability of firm 

𝑖 in time 𝑡 based on model 𝑗 (drawdown, delisting, bankruptcy or default). In equation (4) we compete 

between two models 𝑗 and 𝑘 where 𝑗 ≠ 𝑘. In this way, we examine whether the produced probabilities 

of default are consistent with market’s estimates of default risk (CDS spreads) and whether one model 

outperforms the other in explaining CDS spreads. It should be noted that the purpose of this analysis is 

not to estimate the determinants of the CDS spreads, rather to identify whether one explanatory variable 

(financial distress probability given by one model) is a sufficient statistics for the other explanatory 

variables (financial distress probabilities according to the other models). 

3. Results and discussion 

3.1 Out of sample results 

We construct two prediction models for each of the five alternative definitions; one by using Ohlson's 

variables, and the other by using Altman's variables. We generate the prediction models by using the 

estimation samples, which include all observations between the years 1990-1998. We present the 

estimated coefficients for each model in Table 4. We estimate one set of coefficients for each model. 

Altman's variables are statistically significant in most prediction models. While four of the five 

coefficients (WC/TA, RE/TA, EBIT/TA, MVE/TA) have the same signs as their counterparts in 

Altman's original model, the S/TA variable has a different sign than its original counterpart. 11 For the 

Ohlson models, we find that while seven of the nine variables are statistically significant in most 

prediction models, the CL/CA and OENEG variables are mostly insignificant.  Most of the coefficient 

signs come out as expected. We find that the SIZE coefficient is negative for all models apart from the 

                                                           
11 Consistent with Hillegeist, Keating, Cram and Lundstedt (2004), we find that a few coefficients have sub-

stantially changed from their original values.  
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default model. This outcome results from the selection bias in the default sample, after accounting for 

the bias by conditioning the observations on S&P ratings, the SIZE coefficient is indeed negative. 

The following sections contain the out-of-sample results of the prediction models. We present findings 

from two validation methods: The decile method and the ROC curve method. 

3.1.1 Out of sample forecasts- Decile method 

Following Shumway (2001) we sort all firms-years into deciles based on their failure probabilities. 

Then we tabulate the number of financial distress events that actually take place in each of the decile 

groups. We examine the prediction ability of the five alternative definitions of distress by using all five 

prediction models; we do so for each set of explanatory variables.  

Table 5 reports on the success of all forecasting models using Altman's independent variables12; each 

panel displays the results of the out-of-sample accuracy in predicting a certain type of event. This 

analysis, while only providing a basic understanding, shows several interesting outcomes. It appears 

that for predicting a specific type of distress event, it is best to use the prediction model of the same 

type of event, or from what seems to be a similar type of event. To be precise, default prediction shows 

by far the best results when using the default model or the default among rated model (panel A). The 

default model classifies 67% of all defaults in the highest default probability decile. Both the bankruptcy 

and delisting models cannot match this accuracy, classifying only 43% of all defaults in the highest 

decile. This result is particularly remarkable when taking into consideration the small sample size of 

defaulted firms. The drawdown model shows even worse results, classifying only 26% of all defaults 

in the highest default probability decile.   

Out-of-sample prediction results of bankruptcies (panel B) illustrate the best results for the delisting, 

default, default among rated and bankruptcy models, while showing poor results for the drawdown 

model. The bankruptcy, default, default among rated and delisting models appear fairly accurate, 

                                                           
12 We also preformed this analysis using Ohlson’s variables in order to examine the robustness of the results. 

The O-score prediction models show quite similar results to the Z-score models, the results were omitted dues to 

space consideration and are available upon request. In the subsequent sections, we only show the results of the 

Ohlson model. By presenting the Z-score results here, we highlight that since the outcomes of the different anal-

ysis approaches are consistent, the results are not defendant on the specified model. 
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assigning approximately 50% of bankrupt observations to the highest bankruptcy probability decile. 

Both bankruptcy and delisting models classify 78% of bankrupt observations in the two highest deciles. 

These results are fairly close to the bankruptcy prediction results presented by Shumway (2001). When 

using Altman's explanatory variables, Shumway's hazard model classified 82% of all bankrupt firms in 

the two highest deciles. The drawdown model is of inferior quality, classifying only 27% of bankrupt 

observations in the highest decile.  

In the case of predicting delisting events (panel C), it seems that the differences between the alternative 

prediction models (except the drawdown model) are relatively small. The delisting and bankruptcy 

models present the best results, by successfully classifying 55% and 53% of the delisted firms in the 

highest delisting probability deciles. The default model classifies approximately 50% of the delisting 

events in the highest decile. The drawdown model displays the worst results, classifying only 27% of 

the events in the highest decile. The poor performance of the delisting model is quite surprising, when 

taking into account the common usage of this definition for the purpose of credit risk prediction. For 

example, Dichev (1998) selected the delisting definition as his failure indicator. By defining the failure 

indicator as delisting, he was able to collect 1,121 delisting events. In comparison, Shumway (2001) 

hand collected only 300 bankruptcies. However, our analysis may imply that the advantages of a broader 

definition of distress, which allows for a larger sample, may not always be preferable to the definition 

of bankruptcy alone. 

The drawdown model shows moderate results in predicting the out-of-sample drawdown events (panel 

D), successfully assigning 55% of the events in the highest decile, and classifying 73% of the events 

above the median probability. The default and bankruptcy models display inferior results, classifying 

only 32% and 33% of the drawdown events to the highest deciles. The analysis reveals that the 

drawdown model dominates all alternative models in predicting drawdown events. The analysis shows 

that it is somewhat difficult to predict this type of event, as even the drawdown model classifies only 

42% of the events in the highest probability decile.  

It appears that different types of financial distress events have different characteristics and therefore 

one type of event cannot necessarily be used to predict a different type of event. Furthermore, the 
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analysis shows that for predicting credit risk potential, the usage of broader distress definitions may not 

always be preferable. These findings support our thesis that one cannot improve default prediction by 

using observations on other types of financial distress. 

 As mentioned previously, the deciles technic of measuring the prediction ability can offer an intuitive 

understanding, but is limited in the information it provides. In order to compare the different models 

and examine the statistical significance of the differences between them, we use the ROC curve method. 

3.1.2 ROC analysis 

We present Area Under the curve (AUC) for the ROC curves that we formed by the O-score prediction 

models in Table 6. 13 The different AUC are compared to a gold-standard, using the De-Long et al. 

(1998) test. The gold standard is defined as the AUC that is created by using the same definition of 

financial distress to forecast a certain distress definition. For example, for examining the forecast ability 

of bankruptcy events, we compare the AUC of all models to the AUC of the bankruptcy model. The 

AUC results support the conclusions from the previous section, and give the conclusions statistical 

validation. The main advantage of the ROC curve validation method is that it enables statistical 

inference with the non-parametric test suggested by De-Long et al. (1998). 

In the default prediction, once again the default model displays the best results. The default model 

demonstrates an AUC of 0.8905. The De-Long et al. (1988) test reveals that one can indeed reject the 

hypothesis that the AUC of the bankruptcy, delisting and drawdown models equal the AUC of the 

default prediction model. The bankruptcy model shows decent result, with an AUC of 0.8397. The 

drawdown model shows quite poor results with an AUC of 0.7345. It should be noted that the superiority 

of the default model in predicting defaults may not be attributed to fewer ‘false-positive’ cases because 

of the smaller number of default events. The ROC curve and the AUC consider both type-I errors and 

type-II errors and therefore reducing one of type of error on the account of another type of error would 

not support such a significant improvement in prediction power. 

                                                           
13 The Z-score models achieve fairly similar results which are omitted because of space considerations. 
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The out-of-sample results of bankruptcy prediction show the best results for the bankruptcy model, 

which demonstrates an AUC of 0.8115. The default model also displays fairly good results, displaying 

an AUC of 0.8073. Moreover, the Delong test reveals that one cannot reject the hypothesis that the 

AUC of the bankruptcy model equals the AUC of the default model. Similar to the case of default 

prediction, the drawdown model shows poor results with an AUC of 0.7593 and the delisting model 

shows a similar AUC of 0.7592. According to the De-Long test, AUC of both models are significantly 

different from the bankruptcy model.  

The AUC results reinforce the findings from the previous section that one cannot improve default 

prediction by using proxies for default events. The results illustrate significant differences between the 

models' prediction powers. For example, analysis of the default prediction shows that the smallest gap 

between the two models is 0.0558, whereas the largest gap between the two models is 0.1560.  For 

comparison, Afik, Arad and Galil (2016) found that the largest gap between several alternative 

specifications of Merton (1974) model was 0.023. 14 

3.2 Default vs. default among rated  

As discussed in the section 2, there is an inherent bias in the default sample that results from the nature 

of the default events data collection. We manually collected the default events from S&P and Moody's 

default lists, which are naturally composed of rated firms alone. Therefore, there are firms in both the 

default sample and the default out-of-sample that may have endured a default event that was not 

documented, because the firms were not ever rated. Subsequently, the default event definition is 

problematic and actually refers to a joint event of defaulters and rated firms. 

Considering this, one may claim that the alternative models show lower performance in predicting 

defaults, not because they fail to predict defaults but because they fail in predicting the existence of 

ratings. We only include in our default-among-rated sample firm-years that are currently rated or have 

been rated by S&P in the past. In this manner, we do not let defaulters appear as non-defaulters, merely 

because they are not rated.   

                                                           
14 See Panel a. in Table 14 in Afik et al. (2016). 
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Table 6 summarizes the AUC results of the predictions of the alternative distress definitions, using the 

default among rated model. For the delisting and drawdown predictions, the default-among-rated model 

shows better results than the default model. For drawdown prediction, the first default model displays 

AUC of 0.7652 whereas the default-among-rated model shows AUC of 0.7999. The delisting prediction 

shows an AUC of 0.7305 when applying the default model and an AUC of 0.8366 when applying the 

default-among-rated model. In predicting bankruptcy, the default model and the default among rated 

model show very similar results, AUC of 0.8073 and 0.8035 respectively. 15 These results illustrate that 

for predicting financial distress, one should take into account the selection bias in the rating agencies' 

defaults lists.  

We also alternate the out-of-sample data, by eliminating all the non-rated firms from our control sample. 

In this fashion, we generate a new out-of-sample of the default-among-rated definition. Table 6 

summarizes the AUC results for the default among rated prediction. Although one cannot compare 

prediction models by comparing their AUC on different out-of-samples, it seems that conditioning the 

observations on S&P ratings improves the default prediction ability of the prediction models, as the 

differences between the models are significantly smaller. The fact that in the initial default definition, 

non-rated defaulted observations cannot appear as defaulted observations causes the prediction of the 

default events to be a prediction of a joint event of default and existence of rating. According to our 

findings, by conditioning the default out-of-sample and correcting the selection bias, all prediction 

models show better results in predicting defaults. The results suggest that the poor performance of these 

models in predicting “defaults” are partly caused by their failure in predicting the existence of rating. 

However, the main conclusion remains; there are differences in the prediction ability of the different 

models, and for predicting defaults, the default model is superior to all alternative models and this 

superiority is statistically significant. Moreover, this analysis only confirms that narrowing the distress 

event definition improves default prediction performance, and one cannot improve default prediction 

by using additional financial distress events as proxies. 

                                                           
15 The difference between the models is not statistically significant.  



18 

 

3.3 Combinations of distress events 

Given that previous studies have combined different distress events into one, we also checked whether 

such combinations indeed improve default prediction. Therefore we defined three additional distress 

events: (1) Default or Bankruptcy (the earlier), (2) Default or Delisting (the earlier), and (3) Default or 

Bankruptcy or Delisting (the earliest).16 Given the poor results for the drawdown model we decided to 

drop this financial distress event from our additional analysis. The out-of-sample default prediction 

performance of models based on these events are presented in Table 7. The qualitative results remain 

and the default model outperforms all other models in prediction of default. Therefore, we again confirm 

that one cannot improve default prediction by using additional distress events. 

3.4 The significance of accuracy improvement  

To examine the significance of our results, we compare the accuracy improvement achieved through 

the choice of the dependent variable to the accuracy improvement achieved through the choice of the 

statistical approach. To assure a fair competition, we use the most accurate LOGIT model in prediction 

of default (beside the default model) – the bankruptcy model- as a benchmark. We now compare the 

accuracy improvement (in prediction of default) when we switch from a bankruptcy model to a default-

among-rated model, to the accuracy improvement achieved when switching from a multi-period LOGIT 

model to a hazard model. Table 8 shows these results.  

As shown above, the out-of-sample AUC for the default-among-rated model (M2) is greater than that 

of the bankruptcy model (M1) – 0.8898 vs. 0.8753. The difference is also statistically significant. Now 

we examine the out-of-sample accuracy of four hazard models (M3-M6) in prediction of default. We 

estimate these models using the same estimation sample and explanatory variables as in M1. Models 

M3-M5 are exponential hazard models, where M3 ignores frailty, M4 contains a Gamma-distributed 

frailty component and M5 contains an inverse-Gaussian frailty component. 17  The M6 is a Cox-

proportional hazard model commonly used in the literature. None of the hazard models exhibit an 

                                                           
16 We again dropped distressed firms from our dataset in the three subsequent years to the earliest dis-
tress event. 
17 Frailty is the parallel concept of random effects in hazard models. 
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improvement compared to the LOGIT model. In fact, the Cox-proportional hazard model (M4) appears 

to be significantly inferior to the LOGIT model (M1) in prediction of default. As illustrated by 

Shumway (2001) the LOGIT model is inferior to a hazard model because it ignores the dependency of 

the probability of default in time t on the survival time until t. These results may indicate that this 

problem is not severe, and perhaps there is not much age effect in the probability of default among 

public firms. These results are also consistent with the empirical analysis of Shumway (2001) that only 

showed an outperformance of the hazard model over Altman (1968) Multivariate Discriminant Analysis 

but not over Zmijewski (1984) LOGIT model. Shumway (2001) estimation of the hazard model also 

discovered no statistically significant age effect. 

To conclude, changing the dependent variable as we suggest, results in a significant accuracy 

improvement, while changing the estimation method from a LOGIT model to a hazard model does not. 

3.5 Market variables vs. accounting variables 

We follow Shumway (2001) and estimate a model using market-based variables. We use the same 

explanatory variables as in Shumway (2001) and add an additional market variable Beta to measure 

firms’ systematic risk. Beta has been used in explaining credit ratings in many papers such as Blume, 

Lim and MacKinlay (1998), Jorion, Shi and Zhang (2009), Alp (2013), and Baghai, Servaes and 

Tamayo (2014). To avoid outliers, we follow Shumway (2001) and winsorize all market variables at 

the 1% and 99% level. 

In line with previous papers, a market-based model outperforms the accounting-based model, as the 

AUC of the default’s model market-based default prediction is greater than that of the accounting model 

(0.8858 vs. 0.8709).  Panel A of table 9 shows that when using market-based variables, the default 

model still outperforms the combination models (default/bankruptcy, default/delisting, 

default/bankruptcy/delisting) even when using market-based variables. Hence, the major conclusion of 

the paper remains. Panel B shows that exponential hazard models do outperform LOGIT models (as in 

previous papers). However, the accuracy improvement is greater when altering the dependent variable 

in the estimated model from default/bankruptcy/delisting to default only. So overall, the paper does not 

contradict previous findings by Shumway (2001), Giordani et al. (2014) and Bauer and Agarwal (2014) 
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and still shows that using a precise definition of the distress event may be more important than using a 

hazard model. To conclude, we show that even when using market-based variables one cannot improve 

default prediction by using proxies for default events. 

3.6 CDS spread regressions 

The previous results demonstrate that for predicting defaults, it is best to use the default financial 

distress prediction model. The next set of results examine whether the financial distress probabilities, 

which are generated from all financial distress prediction models, are informative explanatory variables 

for pricing CDS spreads, which is considered to be a market based default measure. For this analysis, 

we use the new definition of default; default-among-rated, that was shown to have better prediction 

results for all alternative prediction models. We derive all other probabilities for distress from the same 

prediction models that were specified in previous sections, from the estimation sample (1990-1998). 

We follow Berndt et al. (2008), and Bahrath & Shumway (2008) and regress the log of the CDS spread 

against the log of the default probabilities generated from the various prediction models, time dummies, 

and the fixed effect approach.18 The purpose of this analysis is to detect whether one explanatory 

variable (distress probability given one model) is a sufficient statistics for the other explanatory 

variables (distress probabilities given by the other models). 

We obtain the CDS data from Markit for the period of January 2002 to December 2009. We predict a 

firm's probability of default in the next year (Ohlson's model), following the process described in 

previous sections. We use all four distress definitions, thus generating four default probabilities for 

every firm-year in our control sample. We then pair every probability with the firm's compatible CDS 

spread. That is, we regress firms' log of CDS spreads (log CDSit) on the log of financial distress 

probabilities (log 𝐹𝐷𝑃𝑖𝑡
𝑗
), where 𝐹𝐷𝑃𝑖𝑡

𝑗
 is the financial distress probability of firm 𝑖 on time 𝑡 based on 

model 𝑗. The probabilities of distress are estimated for the end of financial year and the CDS spreads 

are the observed 5-years CDS spread on the same day+6 month. Using this procedure, we are able to 

                                                           
18  We performed the Hausman test to determine whether a random or fixed effects model is more appropriate. 

The test indicated that a fixed effects model is a superior option in this case. 
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collect 3,296 paired CDS-FDP observations, for each distress definition. The sample includes CDS 

spreads of 587 firms.   

We examine the spearman correlation matrix of the different FDP’s19. The correlation matrix reveals a 

relatively low correlation between the drawdown probabilities and the default probabilities of 0.560. 

As anticipated, the bankruptcy model's probabilities are highly correlated with the default model's 

probabilities (0.963). There is a very high correlation between the default model and the delisting model 

(0.870).   

Table 10 displays the regression coefficients results, regressing the log CDS against the distress 

probabilities that are derived from the different prediction models. In Panel A we regress the log of 

CDS spreads against each of the different default probabilities separately (models 1-4). The coefficients 

on the default probabilities are all positive and significant at the 1% level. The log FDP of the default 

model shows the highest R2,  with a value of 0.248. The log FDP of the delisting model shows a very 

similar R2  of 0.242. The log FDP of the drawdown model shows the lowest  R2, with a value of 0.104. 

The R2 values are lower than Bharath & Shumay's estimates of 0.26 and 0.38; this may be explained 

by our usage of accounting data alone. Hillegeist et al. (2004) demonstrated that market based measures 

provide significantly more information about the probability of bankruptcy than do either of the popular 

accounting-based measures of Altman and Ohlson. The lower R2 may also be explained by the special 

features of our CDS sample period, which also includes the crisis period of 2007-2009.   

In models 5-7 we regress the log of CDS against the Default model's probability combined to each of 

the alternative models' probabilities. Interestingly, adding each of the probabilities to the default model's 

probability in the same regression shows that the statistical significances of the bankruptcy and delisting 

models are driven out by the default model.20 The coefficient of the drawdown probability is statistically 

significant but with the 'wrong' sign (negative), indicating that this measures something else than credit 

                                                           
19 The results were omitted dues to space consideration and are available upon request. 

20 It should be noted that the purpose of this analysis is to examine whether any of the probability estimates in 
our sample of probability estimates is a sufficient statistics. By definition, this analysis is not affected by omis-
sion of other variables that may explain CDS spreads.  
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risk. These results show that the default model outperforms all other models in explaining CDS spreads. 

Given that the CDS spreads are actually market based default measure, this outcome supports the 

conclusions from previous sections that one cannot improve default prediction by using proxies for 

default events. This result is again especially astounding given the default's model considerably smaller 

sample size. 

We also examine the ability of three combined distress events in explaining CDS spreads: (1) Default 

or Bankruptcy (the earlier), (2) Default or Delisting (the earlier), and (3) Default or Bankruptcy or 

Delisting (the earliest). The results are presented in panel B of Table 10. We observe that the model 

based on the ‘default’ definition still has the highest R-squared. Multivariate regressions show that only 

the ‘Default or Delisting’ predictors is still statistically significant when combined with the default 

predictors model (Model 6). However, even in this model, the default predictor is still statistically 

significant and the R-squared is not greater than in the model that solely uses the default predictor 

(Model 1). Therefore, the ‘default’ model is still superior to the other proxy models even when 

considering distress definitions that combine several definitions. 

4. Summary and conclusions 

In this paper, we examine several different proxies for firm distress. We outline three well- known 

definitions of distress: default, bankruptcy and delisting, as well as a new proxy for distress: drawdown 

events.  We find that the delisting definition is much broader than the default and bankruptcy definitions, 

as it seems to capture considerably more distress events.  

We apply the methodology of the LOGIT model to create several different distress prediction models, 

which are based on the different types of distress definitions. We evaluate the models' out-of-sample 

accuracies for predicting all alternative types of distress events. Our analysis shows that there are 

significant differences between the models' prediction abilities. This outcome implies that using an 

unsuitable proxy for distress might limit the prediction ability.  We conclude that one cannot use 

additional distress event as proxies for default events in order to improve default prediction.  

We also examine the ability of the different financial distress probabilities (FDP) to explain CDS 
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spreads. We demonstrate that we cannot significantly improve explanation of credit spreads by using 

models that use proxies for default events. 

The outcomes of this study indicate that different definitions of distress should not necessarily be 

viewed as different signals for the same occurrence, but rather be regarded as different types of distress 

events, which may carry different features and characteristics. We demonstrate that for predicting 

defaults, one should use the default prediction model, even if it is based on a much smaller sample. 

Rating agencies' effort to catch the timing of defaults accurately is valuable. A default model should 

also account for a selection bias that exists in default lists provided by rating agencies.  

This study also has implications for studies of insolvency risk on stock prices. Dichev (1998) found that 

stocks of firms with higher distress-risk accumulate lower return. Campbell, Hilscher, and Szilagyi 

(2008), and Avramov, Chordia, Jostova, Philipov (2009) also confirmed this finding. Garlappi, Shu and 

Yan (2008) found no relation between stock returns and distress-risk, Vassalou and Xing (2004) found 

this relation to be positive. These studies examined the relation between stock returns and distress-risk, 

by using alternative measures of distress risk: credit ratings, the probability of delisting, the probability 

of bankruptcy, the probability of default, the probability of either deleting, bankruptcy or default. We 

hypothesize that the inconclusive results may be due to the use of different definitions of distress events.  

The various measures of distress events yield the same coefficient sign in explanation of credit risk. 

However, our findings indicate that when using proxies for default events one only makes the measure 

noisier. It is well known that noisy measures (random variables) have less explanatory power in 

regressions and such measures tend to be statistically insignificant. The noise in default risk 

measurement may be the explanation for the biased and statistically insignificant results in some of the 

studies in this literature. Our suggestion is to examine and compare the relationship between realized 

stock returns to various well-defined definitions of such events: default (among rated), bankruptcy and 

delisting. Such analysis may reveal whether there is any relationship between stock returns and any 

single type of distress event.21 

                                                           
21 Lu and Chollete (2010) demonstrated that the negative relation between distress-risk and stock returns using 

bankruptcy definition disappears once using a delisting definition. 
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Table 1: Crosschecking alternative definitions of financial distress- Frequency of distress events 

 

The following table reports on the comparison between every pair of distress definitions. For the purpose 

of this analysis, we keep in the sample only the first event of each firm. That is, we do not account for 

recurring events. The table displays the number of observed events for each of the distress definitions. For 

example, the comparison between delisting and default shows 1,098 firms which underwent a default event, 

5,542 firms which underwent a delisting event, and 817 firms which underwent both types of events.  

 

 Default Bankruptcy Delisting Drawdown 

Default 1,098 481 817 296 

 (100.0) (43.8) (74.4) (27.0) 

Bankruptcy 481 1,495 1,349 339 

 (32.2) (100.0) (90.2) (22.7) 

Delisting 817 1,349 5,542 1,090 

 (14.7) (24.3) (100.0) (19.7) 

Drawdown 296 339 1,090 1,503 

 (19.7) (22.6) (72.5) (100.0) 
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Table 2:  Distribution of distress events over time 

 

This table reports the number of failures for every year of the sample period 

 

Year Defaults Bankruptcies Delistings Drawdown  

1991 14 56 71 42 

1992 9 41 87 15 

1993 9 33 84 9 

1994 7 35 65 10 

1995 7 39 71 6 

1996 7 42 81 12 

1997 14 47 96 36 

1998 21 64 170 61 

1999 29 52 198 37 

2000 31 42 161 107 

2001 60 34 221 203 

2002 32 27 134 96 

2003 13 17 121 22 

2004 10 12 61 4 

2005 11 13 70 3 

2006 4 12 61 1 

2007 4 4 50 5 

2008 14 12 84 112 

2009 13 6 75 89 

Total 309 588 1,961 870 
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Table 3: Summary statistics and frequency of distressed firm-years in the estimation samples 

 

The following table reports the frequency of distressed firm-years and the median values for selected variables used in the prediction models. The 

variables include the ratios of working capital to total assets (WC/TA), retained earnings to total assets (RE/TA), earnings before interest and taxes 

to total assets (EBIT/TA), market value equity to total liabilities (MVE/TL), sales to total assets (S/TA), log of total assets (SIZE), total liabilities 

to total assets (TL/TA), current liabilities to current assets (CL/CA), net income to total assets (NI/TA), funds provided by operations to total 

liabilities (FPO/TL) and the ratio (𝑁𝐼𝑡 − 𝑁𝐼𝑡−1)/(|𝑁𝐼𝑡| + |𝑁𝐼𝑡−1|), where 𝑁𝐼𝑡 is the net income for the most recent period (CHIN). 

 

Sample distress 

dummy 

Freq. WC/TA RE/TA EBIT/TA MVE/TA S/TA SIZE TL/TA CL/CA NI/TA FPO/TL CHIN 

Default  0 36,786 0.246 0.116 0.070 0.876 1.122 4.619 0.498 0.513 0.032 0.122 0.044 

 1 117 0.061 -0.111 -0.010 0.240 1.034 5.398 0.793 0.784 -0.093 -0.028 -0.453 

Bankruptcy 0 36,432 0.247 0.119 0.071 0.882 1.117 4.637 0.497 0.511 0.033 0.123 0.045 

 1 409 0.087 -0.290 -0.057 0.343 1.436 3.687 0.735 0.820 -0.147 -0.047 -0.360 

Delisted 0 35,912 0.249 0.123 0.072 0.885 1.120 4.679 0.495 0.508 0.033 0.126 0.047 

 1 923 0.059 -0.646 -0.146 0.463 1.192 2.502 0.703 0.875 -0.236 -0.083 -0.241 

Drawdown  0 38,107 0.212 0.953 0.659 0.841 1.111 4.654 0.527 0.554 0.028 0.110 0.036 

  1 228 0.101 -0.711 -0.271 0.696 0.786 2.957 0.742 0.976 -0.387 -0.139 -0.456 

Default among rated 0 8,441 0.128 0.153 0.086 0.701 0.969 7.044 0.619 0.636 0.037 0.134 0.042 

 1 72 0.057 -0.081 0.008 0.190 0.933 5.751 0.819 0.818 -0.084 -0.002 -0.474 
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Table 4: Updated coefficients for Altman (1968) and Ohlson (1980) models 

 

The updated coefficients are estimated in a LOGIT regression that includes all available firm-years in each of the estimation samples (1990-1998). 

Altman's variables include the ratios of working capital to total assets (WC/TA), retained earnings to total assets (RE/TA), earnings before interest 

and taxes to total assets (EBIT/TA), market value equity to total liabilities (MVE/TL), and sales to total assets (S/TA). Ohlson's variables include 

log of total assets (SIZE), total liabilities to total assets (TL/TA), working capital to total assets (WC/TA), current liabilities to current assets (CL/CA), 

a dummy variable which gets a value of 1 if total liabilities exceeds total assets, and 0 otherwise (OENEG), net income to total assets (NI/TA), funds 

provided by operations to total liabilities (FPO/TL), a dummy variable which gets a value of 1 if net income was negative for the last two years and 

0 otherwise (INTWO), the ratio (𝑁𝐼𝑡 − 𝑁𝐼𝑡−1 )/(|𝑁𝐼𝑡 | + |𝑁𝐼𝑡−1 |), where 𝑁𝐼𝑡 is the net income for the most recent period (CHIN). 

 
 

*** (**) [*] significant at the 1% (5%) [10%] level (two-sided test).

Altman updated 

model 
WC/TA RE/TA EBIT/TA MVE/TA S/TA Constant     Obs. 

Distress 

events 

LR 

 χ² 

Default  -2.26*** -0.01 -2.42*** -2.05*** 0.02 -4.03***     36,903 117 197.86*** 

Bankruptcy  -2.14*** -0.12*** -2.93*** -0.74*** 0.54*** -4.30***     36,841 409 648.21*** 

Delisting  -2.44*** -0.31*** -3.39*** -0.69*** 0.35*** -3.36***     36,835 923 
1903.14**

* 

Drawdown  -0.536*** 0.268*** -1.71*** -0.11*** -0.10 -4.77***     38,335 228 81.23*** 

Default among rated  -1.40* -0.55** -4.10*** -6.01*** 0.01 -1.89***     8,513 72 202.91*** 

Ohlson updated 

model 
SIZE TL/TA WC/TA CL/CA OENEG NI/TA FPO/TL INTWO CHIN Constant Obs. 

Distress 

events 
 

Default  0.22*** 2.30*** -1.55* -0.09 -0.24 -0.12*** -0.38* 1.64*** -0.34* -9.00*** 36,903 117 248.93*** 

Bankruptcy  -0.20*** 2.24*** -1.29*** 0.00 -0.47** -0.37* -0.19* 0.84*** -0.75*** -5.19*** 36,841 409 675.83*** 

Delisting  -0.58*** 1.88*** -1.59*** 0.01 -0.11 -0.57*** -0.09 0.87*** -0.59*** -2.81*** 36,835 923 
2329.33**

* 

Drawdown  -0.14*** -0.56** -0.59*** -0.001 1.23*** -0.005 -0.15*** 1.52*** -1.39*** -5.27*** 38,335 228 393.05*** 

Default among rated   -0.36*** 2.57*** -2.18* 0.07 -1.00* -0.11 1.76*** -1.20*** -0.66*** -4.62*** 8,513 72 174.43*** 
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Table 5: Out-of-sample prediction results (Z-score) 

 

This table reports on the success of the different prediction models, with the purpose of predicting the 

alternative definitions of distress. All the models use the explanatory variables identified by Ohlson, 

and are estimated with annual data between the years 1990-1998. The out-of-sample data contains all 

annual data between the years 1999-2008. 

 

Panel A: Default prediction 

Decile Default Bankruptcy Delisting Drawdown Default among rated 

1 67% 43% 43% 26% 67% 

2 84% 77% 77% 44% 84% 

3 92% 90% 89% 53% 89% 

4 96% 95% 94% 60% 93% 

5 97% 97% 97% 68% 97% 

10 100% 100% 100% 100% 100% 

Panel B: Bankruptcy prediction 

Decile Default Bankruptcy Delisting Drawdown Default among rated 
1 53% 49% 50% 27% 58% 

2 69% 78% 78% 43% 70% 

3 74% 83% 85% 50% 76% 

4 78% 87% 88% 55% 80% 

5 82% 88% 92% 61% 84% 

10 100% 100% 100% 100% 100% 

Panel C: Delisting prediction 

Decile Default Bankruptcy Delisting Drawdown Default among rated 
1 50% 53% 55% 27% 53% 

2 64% 71% 73% 40% 67% 

3 73% 79% 80% 47% 75% 

4 79% 83% 84% 53% 80% 

5 84% 88% 89% 61% 85% 

10 100% 100% 100% 100% 100% 

Panel D: Drawdown  prediction 

Decile Default Bankruptcy Delisting Drawdown Default among rated 
1 32% 33% 36% 41% 32% 

2 42% 46% 48% 55% 41% 

3 48% 52% 54% 64% 48% 

4 54% 56% 58% 70% 54% 

5 57% 60% 60% 73% 57% 

10 100% 100% 100% 100% 100% 

Panel E: Default among rated  prediction 

Decile Default Bankruptcy Delisting Drawdown Default among rated 
1 65% 53% 65% 33% 72% 

2 81% 79% 78% 44% 86% 

3 90% 87% 89% 49% 91% 

4 93% 94% 94% 56% 93% 

5 96% 98% 98% 64% 96% 

10 100% 100% 100% 100% 100% 
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Table 6: AUC comparison (O-score) 

 

This table summarizes the AUC (Area Under Curve) for all financial distress predictions, using all four 

prediction models. P values from the Delong et al. (1988) test, for the difference from the gold standard are 

in parentheses. In each prediction, the gold standard is the AUC that is created by using the same definition 

of financial distress to forecast the certain distress definition. For example, for examining the forecast ability 

of bankruptcy events, we compare the AUC of all models to the AUC of the bankruptcy model. The table 

also reports on the results when using Default amongst rated sample. 

 

 Default 

prediction 

Bankruptcy 

prediction 

Delisting 

prediction 

Drawdown 

prediction 

Default among rated 

prediction 

Default model 0.8905 

g. standard 
0.8073 

(0.701) 

0.7305 

(0.000) 

0.7652 

(0.000) 

0.8722 

(0.0496) 

Bankruptcy model 0.8397 

(0.000) 
0.8115 

g. standard 

0.8416 

(0.000) 

0.7943 

(0.274) 

0.8753 

(0.000) 

Delisting model 0.7398 

(0.000) 

0.7592 

(0.000) 
0.8573 

g. standard 

0.7544 

(0.000) 

0.8657 

(0.000) 

Drawdown model 0.7345 

(0.000) 

0.7593 

(0.000) 

0.7904 

(0.000) 
0.8016 

g. standard 

0.8168 

(0.000) 

Default among 

rated model 

0.7973 

(0.000) 

0.8035 

(0.0146) 

0.8366 

(0.0061) 

0.7999 

(0.0081) 
0.8898 

g. standard 

 

 

Table 7: Default prediction accuracy with models based on combination of default events with 

other distress events 

 

This table reports on the differences in results when using Default sample vs. using samples that combine 

default events with additional financial distress events: Defaults and Bankruptcies, Defaults and 

Delistings, Defaults with bankruptcies and delistings. The table displays the AUC of the various models. 

P-values from the Delong et al. (1988) test, for the difference between the two prediction models are in 

parentheses. The gold standard is the AUC, which is created by using the Default  prediction model, 

estimated through a LOGIT regression using Ohlson (1980) explanatory variables. The control sample 

includes 36,579 observations including 192 defaults. 

 

 AUC 

Default model 0.8905 

g. standard 

Default or Bankruptcy model 0.8646 

(0.024) 

Default or Delisted model 0.7429 

(0.000) 

Default or Bankruptcy or Delisted model 0.7705 

(0.000) 
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Table 8: Accuracy improvement – hazard models vs. default definition 

This table reports on the differences in prediction of default among rated firms when using bankruptcy 

prediction models estimated through hazard model or LOGIT model vs. default among rated model 

estimated through a LOGIT model. The table displays the AUC of the various models. P-values from the 

Delong et al. (1988) test, for the difference between the two prediction models are in parentheses. The gold 

standard is the AUC, which is created by using bankruptcy prediction model, estimated through a LOGIT 

regression. The models are the exponential model (without frailty or with Gamma/Inverse-Gaussian frailty) 

and the Cox proportional hazard model. All prediction models use Ohlson (1980) explanatory variables. 

 

  

Model AUC 

Benchmark model:  

M1 - Bankruptcy LOGIT model 
0.8753 

g. standard 

  

Altering the dependent variable  

M2 - Default among rated LOGIT model 
0.8898 

(0.000) 

  

Altering the statistical method (hazard models)  

M3 - Bankruptcy exponential-hazard model 
0.8719 

(0.263) 

M4 - Bankruptcy exponential-hazard model 

with Gamma-distributed frailty 

0.8735 

(0.538) 

M5 - Bankruptcy exponential-hazard model 

with Inverse-Gaussian-distributed frailty 

0.8724 

(0.332) 

M6 - Bankruptcy Cox-proportional-hazard model 
0.8679 

(0.000) 
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Table 9 – AUC when using market-based variables 

This table reports on the differences in prediction of default events when using default or default/bank-

ruptcy/delising (the earliest) prediction models estimated through hazard model or LOGIT. The table dis-

plays the AUC of the various models. P-values from the Delong et al. (1988) test, for the difference between 

the two prediction models are in parentheses. Accounting models use Ohlson (1980) explanatory variables 

and Market-based models use Shumway (2001) variables together with Beta. The hazard models are the 

exponential model (without frailty or with Gamma/Inverse-Gaussian frailty) and the Cox proportional haz-

ard model. 

Panel A: AUC for models using LOGIT and Shumway (2001) market explanatory variables (23,554 

observations including 110 defaults) 

 Default prediction 

Default model 
0.8858 

g. standard 

Default or Bankruptcy model 
0.8795 

(0.657) 

Default or Delisted model 
0.8019 

(0.000) 

Default or Bankruptcy or Delisted model 
0.7349 

(0.000) 

 

 

Panel B: Accuracy improvement – hazard models vs. default definition 

Model 
Default amongst rated 

prediction 

Benchmark model:  

M1 – Default/Bankruptcy/Delisting LOGIT model 
0.7349 

g. standard 

 

Altering the dependent variable 
 

M2 - Default LOGIT model 
0.8858 

(0.000) 

Altering the statistical method (hazard models)  

M3 - Default/Bankruptcy/Delisting exponential-hazard model 
0.8228 

(0.000) 

M4 - Default/Bankruptcy/Delisting exponential-hazard model with Gamma-

distributed frailty 

0.8228 

(0.000) 

M5 - Default/Bankruptcy/Delisting exponential-hazard model 

with Inverse-Gaussian-distributed frailty 

0.8228 

(0.000) 

M6 - Default/Bankruptcy/Delisting Cox-proportional-hazard model 
0.7319 

(0.786) 

 

 

Table 10: CDS regressions 

 

This table reports on the results of regressing the log of the CDS spreads (basis points) against the log of 

distress probabilities (FDP in decimal fractions) and time dummies, using fixed effects. The CDS data are 

obtained from Bloomberg for the period January 2002 to December 2009. The total number of firm-years 

observations is 3,296; the total number of firms is 587. P values are shown in parentheses (*** significant 

at the 1% level). In panel A we regress the Log of the CDS spreads against each of the different default 

probabilities separately (Models 1-4) and against pairs of alternative models' probabilities (models 5-7. In 
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panel B we regress the log of CDS against the distress events that are the combination of default event with 

bankruptcy and/or delisting events, the earliest.  

 

Panel A – Single-event regressions 

Independent variable Univariate models Multivariate models 
 

Model 1 Model 2 Model 3 Model 4 Model 5 Model 6 Model 7 

Log FDP  

Default 

0.254*** 

(0.000) 

   0.289*** 

(0.000) 

0.227*** 

(0.001) 

0.314*** 

(0.000) 

Log FDP 

Bankruptcy 

 0.282*** 

(0.000) 

  -0.044 

(0.554) 

  

Log FDP  

Delisting 

  0.308*** 

(0.000) 

  0.036 

(0.685) 

 

Log FDP  

Drawdown 

   0.131*** 

(0.000) 

  
-0.059** 

(0.021) 

Observations 3,296 3,296 3,296 3,296 3,296 3,296 3,296 

N. of firms 587 587 587 587 587 587 587 

R-squared  0.255 0.214 0.237 0.0580 0.258 0.259 0.250 

Time effect yes yes yes yes yes yes yes 

Fixed effect yes yes yes yes yes yes yes 

 

Panel B – Combined-events regressions 
Independent variable Univariate models Multivariate models 

Variable Model 1 Model 2 Model 3 Model 4 Model 5 Model 6 Model 7 

Log FDP  

Default 

0.254*** 

(0.000) 

   0.159** 

(0.012) 

0.148*** 

(0.006) 

0.133** 

(0.034) 

Log FDP Default or 

Bankruptcy 

 0.358*** 

(0.000) 

  0.142 

(0.123) 

  

Log FDP Default or 

Delisting 

  0.386*** 

(0.000) 

  0.177** 

(0.043) 

 

Log FDP Default, 

Delisting or Bankruptcy 

   0.356*** 

(0.000) 

  0.180 

(0.050) 

Observations 3,296 3,296 3,296 3,296 3296 3,296 3,296 

N. of firms 587 587 587 587 587 587 587 

R-squared 0.255 0.204 0.227 0.243 0.240 0.253 0.257 

Time effect yes yes yes yes yes yes yes 

Fixed effect yes yes yes yes yes yes yes 

 


