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Abstract

We characterize measures of school segregation for any number of ethnic groups using a set of purely ordinal axioms that includes Scale Invariance: a school district’s segregation ranking should be invariant to changes that do not affect the distribution of ethnic groups across schools. The symmetric Atkinson index is the unique such measure that treats ethnic groups symmetrically and that ranks a district as weakly more segregated if either (a) one of its schools is subdivided or (b) its students in a subarea are moved around so as to weakly raise segregation in that subarea. If the requirement of symmetry is dropped, one obtains the general Atkinson index. The role of Scale Invariance is illustrated by studying segregation among U.S. public schools from 1987/8 to 2005/6, a period in which ethnic groups became distributed more similarly across schools. While the Atkinson indices declined sharply, most other indices either rose or declined only slightly.
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1 Introduction

Recent research supports the view that school segregation creates unequal opportunities: separate schools are not equal. By and large, students in schools with a higher proportion of minority students have lower educational attainment and subsequent wages (Boozer, Krueger, and Wolkin [4, pp. 303-6]; Hanushek, Kain, and Rivkin [16]; Hoxby [17]). Consistent with this, African Americans tend to have better educational outcomes in less segregated school districts (Card and Rothstein [5]; Guryan [15]).

While the effects of school segregation are of great concern, there also rages, behind the scenes, an intense controversy. It is over a more fundamental issue: how segregation itself should be measured. One view of segregation, which we take in this paper, is that it relates to how origins affect destinations: how a student’s ethnic origin affects which school she ends up attending. To measure segregation, we must therefore look at the extent to which ethnic groups are distributed differently across schools. This notion is favored by the sociologists James and Taeuber [22]. It corresponds to the first of Massey and Denton’s [28] five dimensions of segregation, which they call “evenness”.

In order to be true to the notion of evenness, we require that a measure be Scale Invariant: that it rank a district based solely on how each ethnic group is distributed across the district’s schools, and not on the proportions of different ethnic groups in the district. In explaining this property, Taeuber and James write:

School segregation refers to racial variation in the distribution of students across schools. ... This concept of segregation does not depend on the relative proportions of blacks and whites in the [district], but only upon the relative distributions of students among schools.... [Taeuber and James [38, p. 134]]

---

1 Cutler and Glaeser [10] find similar effects of residential segregation.

2 Their second dimension is isolation of the minority group. The other three dimensions, which are more relevant in a residential context, are concentration in a small area, centralization in the urban core, and clustering in a contiguous enclave.
Scale Invariance is one of the five requirements that Jahn et al [21] say a satisfactory measure of segregation should satisfy.\(^3\)

One important context in which Scale Invariance is desirable is school desegregation. How should a district’s progress in desegregation be judged? To be fair, we should not penalize a district for factors that are out of its control, such as the size or growth rate of its minority population. Accordingly, a Scale Invariant measure of segregation is needed. This is not a trivial requirement: none of the commonly used segregation indices are Scale Invariant in the general multigroup case.\(^4\)

Formally, we define a segregation ordering as a complete ordering on school districts: a ranking of districts from most segregated to least segregated. In addition to Scale Invariance, we require this ordering to satisfy a few other simple axioms. Group Symmetry requires that the segregation ordering be invariant to the renaming of the groups. The Weak School Division Property states that in a school district that contains a single school, building a new school to which some of the students are moved (a) cannot lower segregation in the district, and (b) leaves segregation unchanged if the ethnic distributions of the two resulting schools are identical. Finally, our Independence axiom states that if the students in a subset of schools are reallocated within that subset, then segregation in the whole district rises if and only if it rises within the subset.

These are all ordinal axioms: rules for how various operations should affect a district’s place in the segregation ordering. In contrast, the prior literature has generally imposed cardinal axioms on the segregation index itself. Sometimes these properties have clear ordinal implications, but often they do not. For example, what are the ordinal implications of requiring that an index be additively separable? This problem is avoided by restricting

\(^3\)They write: “a satisfactory measure of ecological segregation should ... not be distorted by the size of the total population, the proportion of Negroes, or the area of a city....” (Jahn et al [21]).

\(^4\)The Gini index and the usual formulation of the Dissimilarity index are Scale Invariant only in the two-group case. The Entropy and Normalized Exposure indices are never Scale Invariant. See, e.g., the survey in Reardon and Firebaugh [33].
to ordinal axioms.

Our main results are as follows. First, the ordering that is captured by the symmetric Atkinson index is the unique nontrivial ordering that satisfies Group Symmetry, Scale Invariance, the Weak School Division Property, and Independence. This index is defined as one minus the sum, over all schools, of the geometric averages of the percentages of each group who attend the school.\(^5\) For instance, suppose 40% of blacks, 70% of Hispanics, and 10% of whites attend school A while the remainder attend school B. The index equals \(1 - (0.4)^{1/3} (0.7)^{1/3} (0.1)^{1/3} - (0.6)^{1/3} (0.3)^{1/3} (0.9)^{1/3}\).

We then drop the Group Symmetry axiom and characterize the set of orderings that satisfy the remaining axioms, with the addition of a technical Continuity axiom. Each such ordering is represented by an index of the following form: one minus the sum, over all the schools, of some weighted geometric average of the percentages of each group who attend the school. In the above example this would equal \(1 - (0.4)^b (0.7)^h (0.1)^w - (0.6)^b (0.3)^h (0.9)^w\) where \(b, h,\) and \(w\) are arbitrary nonnegative weights that sum to one. We will refer to this as the general Atkinson index.

While the symmetric Atkinson index gives equal weight to all ethnic groups, the general Atkinson index leaves these weights up to the researcher. For instance, one may desire an index that is more sensitive to segregation between two large groups than two small groups. Most multigroup segregation indices accomplish this by weighting a group according to the group’s relative size in a given district. This violates Scale Invariance since a group’s weight varies from one district to another. An alternative is to use an Atkinson index with weights that vary across groups but not across districts. For instance, a group’s weight might equal the proportion of students in the U.S. who belong to that group in some reference year. Since the weight on each group is constant across districts, Scale Invariance is satisfied.

\(^5\)This is an increasing transformation of the original symmetric Atkinson index of James and Taeuber [22] in the case of two ethnic groups. Hutchens [19] calls this version the Square Root Index. Since they are related by an increasing transformation, the two versions represent the same ordering of school districts (section 3).
We illustrate our results by studying changes in U.S. public school segregation from 1987/8 to 2005/6. We study the symmetric Atkinson index as well as two asymmetric Atkinson indices that are based, respectively, on the ethnic distributions at the beginning and end of the period. We first show, using Lorenz curves, that ethnic groups had more similar distributions across public schools in 2005/6 than in 1987/8.\(^6\) By the evenness criterion, school segregation should have fallen. Indeed, the Atkinson indices fell considerably over the period. However, there was also another development: the proportion of whites in the student population fell from 71\% to 58\%. This increase in ethnic diversity has no effect on the Atkinson indices as they are Scale Invariant. However, it tempered or even reversed the declines of the multigroup versions of indices such as Dissimilarity, Gini, Entropy, and Normalized Exposure, none of which are Scale Invariant in the multigroup case.\(^7\) As a result, none of these indices fell as much as the Atkinson indices, and some of them rose considerably.

The Atkinson segregation indices were introduced by James and Taeuber \cite{James1984} and are based on the Atkinson family of inequality indices (Atkinson \cite{Atkinson1970}). Massey and Denton \cite{Massey1993} study properties of the Atkinson indices; Johnston, Poulsen, and Forrest \cite{Johnston2001} use them to study residential segregation. While this literature has focused on the case of two ethnic groups, we study the general multigroup case.

The first to study segregation axiomatically, Philipson \cite{Philipson1993}, provides an axiomatic characterization of a large family of segregation orderings that have an additively separable representation. The representation consists of a weighted average of a function that depends on a school’s demographic distribution only. Hutchens \cite{Hutchens2001} characterizes the family of segregation indices that satisfy a set of basic properties in the case of two ethnic groups. In a subsequent paper, Hutchens \cite{Hutchens2004} strengthens one axiom and obtains the symmetric Atkinson

---

\(^6\)There is just one exception: the Lorenz curve for blacks vs. whites for the two years intersect. However, they are very close to one another.

\(^7\)There is a Scale Invariant version of the Dissimilarity index that does decline over the period (section 3.2). However, this version is not in common use.
index. While we assume properties of the underlying segregation ordering, Hutchens follows the inequality literature (e.g., Shorrocks [36, 37]) by imposing restrictions directly on the segregation index. Echenique and Fryer [13] characterize an index that uses social network data to measure the strength of an individual’s isolation from members of other demographic groups. They also rely on cardinal axioms.

None of our axioms relate to comparisons between districts that have different numbers of ethnic groups. Thus, we can say nothing about how such districts should be ranked. Frankel and Volij [14] allow a variable number of ethnic groups by assuming the Group Division Property: if a given ethnic group is subdivided into two groups that have the same distribution across schools, then the segregation of the district should not change. However, they drop Scale Invariance as the two axioms together have implausible implications.\(^8\)

The paper is organized as follows. Concepts and notation are defined in Section 2. Section 3 gives examples of segregation indices. Section 4 presents the axioms. Theoretical results appear in section 5 and empirical findings in section 6. We conclude in section 7. Proofs are relegated to an appendix.

2 Definitions

We assume a continuum population. This is a reasonable approximation when ethnic groups are large. In our examples, each “person” should be interpreted as representing some large, fixed number of students.

Formally, we define a (school) district as follows:

**Definition 1** A *district* \( X \) consists of

- A nonempty and finite set of schools \( N \) and ethnic groups \( G \). (We will write \( N(X) \) when necessary to avoid ambiguity.)

\(^8\)Together, the axioms permit one to scale a group up and then split it into identically distributed groups - thus making endless copies of the original group - without changing a district’s segregation ranking.
• For each ethnic group \( g \in G \) and for each school \( n \in N \), a real number \( T^n_g \geq 0 \): the number of members of ethnic group \( g \) that attend school \( n \).

We will sometimes specify a district as a list of ethnic compositions of schools in the district. For instance, \( \langle (10, 20), (30, 10) \rangle \) denotes a district with two schools and two ethnic groups - say, blacks and whites. The first school, \( (10, 20) \), contains ten blacks and twenty whites; the second, \( (30, 10) \), contains thirty blacks and ten whites.

For any nonnegative scalar \( \alpha \), \( \alpha X \) denotes the district in which the number of students in each group and school has been multiplied by \( \alpha \). If \( Y \) is another district, \( X \uplus Y \) denotes the result of combining districts \( X \) and \( Y \). For example, if \( X = \langle (10, 20), (30, 10) \rangle \) and \( Y = \langle (40, 50) \rangle \), then \( 2X = \langle (20, 40), (60, 20) \rangle \), and \( X \uplus Y = \langle (10, 20), (30, 10), (40, 50) \rangle \).

The following notation will be useful:

\[
T^n_g = \sum_{n \in N} T^n_g \quad \text{the number of students in ethnic group} \ g \ \text{in the district} \\
T^n = \sum_{g \in G} T^n_g \quad \text{the total number of students who attend school} \ n \\
T = \sum_{g \in G} T_g \quad \text{the total number of students in the district} \\
P_g = \frac{T_g}{T} \quad \text{the proportion of students in the district who are in ethnic group} \ g \\
P^n = \frac{T^n}{T} \quad \text{the proportion of students in the district who are in school} \ n \\
p^n_g = \frac{T^n_g}{T^n} \quad \text{(for} \ T^n > 0 \text{): the proportion of students in school} \ n \ \text{who are in ethnic group} \ g \\
t^n_g = \frac{T^n_g}{T_g} \quad \text{the proportion of students in ethnic group} \ g \ \text{who attend school} \ n
\]

The ethnic distribution of a district \( X \) is the vector \( P = (P_g)_{g \in G} \) of proportions of the students in the district who are in each ethnic group. The ethnic distribution of a nonempty school \( n \) is the vector \( p^n = (p^n_g)_{g \in G} \) of proportions of students in school \( n \) who are in each ethnic group. A school is representative if it has the same ethnic distribution as the district that contains it.
3 Examples of Segregation Indices

3.1 Atkinson Indices

The Atkinson segregation indices were introduced by James and Taeuber [22] for the case of two ethnic groups. They are based on the Atkinson inequality indices (Atkinson [2]). Let \( w = (w_1 \ldots w_K) \) be a vector of \( K \) nonnegative weights that sum to one. The general Atkinson index with weights \( w \), \( A_w \), is defined by

\[
A_w(X) = 1 - \sum_{n \in N(X)} \prod_{g \in G} (t^n_g)^{w_g}
\]

The symmetric Atkinson index is obtained when all the weights are equal:

\[
A(X) = 1 - \sum_{n \in N(X)} \left( \prod_{g \in G} t^n_g \right)^{\frac{1}{K}}
\]

3.2 Unweighted Dissimilarity

In the case of two groups, the Index of Dissimilarity (Jahn et al [21]) equals the proportion of either group who would have to change schools in order to attain complete integration. This index was used by Cutler, Glaeser, and Vigdor [11] to measure the evolution of segregation in American cities. Its usual generalization to three or more groups gives more weight to larger groups and is due to Morgan [30] and Sakoda [35] (see section 6). Another possible generalization, which we call the Unweighted Dissimilarity index, is defined by

\[
D^U(X) = \frac{1}{2(K-1)} \sum_{n \in N(X)} f(t^n) \text{ where } f(t^n) = \sum_{g \in G} \left| t^n_g - \sum_{g' \in G} \frac{1}{K} t^n_{g'} \right|
\]

This generalization gives the same weight to each ethnic group.

---

9In the case of two groups, the Atkinson index with weight \( 0 < \delta < 1 \) on group one equals 
\[
1 - \left[ \sum_{n \in N(X)} (t^n_1)^\delta (t^n_2)^{1-\delta} \right]^{\frac{1}{1-\delta}} \] (James and Taeuber [22, p. 9]). This index is difficult to generalize to more than two groups since the outer exponent, \( \frac{1}{1-\delta} \), is the reciprocal of the weight on a particular ethnic group. Instead, we generalize 
\[
1 - \sum_{n \in N(X)} (t^n_1)^\delta (t^n_2)^{1-\delta} \] This is an increasing transformation of the original index and thus represents the same ordering.
3.3 Mutual Information

The entropy of the discrete probability distribution \( q = (q_1, \ldots, q_K) \) is defined by\(^{10}\)

\[
h(q) = \sum_{k=1}^{K} q_k \log_2 \left( \frac{1}{q_k} \right).
\]

The Mutual Information Index equals the entropy of a district’s ethnic distribution minus the average entropy of the ethnic distributions of its schools:

\[
M(X) = h(P) - \sum_{n \in N(X)} P^n h(p^n)
\]

where \( P = (P_g)_{g \in G} \) is the district ethnic distribution and \( p^n = (p^n_g)_{g \in G} \) is the ethnic distribution of school \( n \). This index was first proposed by Theil [39] and is axiomatized in Frankel and Volij [14].

4 Axioms

We now introduce our axioms. We restrict attention to districts that have a fixed set of ethnic groups with positive membership. More precisely, let \( G \) be a set of \( K \geq 2 \) ethnic groups and let \( C \) be the set of all districts whose nonempty ethnic groups are exactly the groups in \( G \). A segregation ordering \( \succ \) on \( C \) is a complete and transitive binary relation on \( C \). The statement \( X \succ Y \) means “district \( X \) is at least as segregated as district \( Y \).” The relations \( \sim \) and \( \succ \) are derived from \( \succ \) in the usual way.\(^{11}\)

A related concept is the segregation index: a function \( S : C \to \mathbb{R} \) that assigns to each district a number that is interpreted as the district’s segregation level. The index \( S \) represents the segregation ordering \( \succ \) if, for any two districts \( X, Y \in C \),

\[
X \succ Y \text{ if and only if } S(X) \geq S(Y)
\]

(4)

Every index \( S \) induces a segregation ordering \( \succ \) that is defined by (4).

\(^{10}\)When \( q_k = 0 \), the term \( q_k \log_2(1/q_k) \) is assigned the value zero.

\(^{11}\)That is \( X \sim Y \) if both \( X \succ Y \) and \( Y \succ X \); \( X \succ Y \) if \( X \succ Y \) but not \( Y \succ X \).
We impose axioms not on the segregation index but on the underlying segregation ordering. These approaches are not equivalent. As in utility theory, a segregation ordering may be represented by more than one index, and there are segregation orderings that are not captured by any index.

A district’s segregation ranking or simply its segregation is its place in the segregation ordering. We will sometimes say that if a transformation \( \sigma : C \to C \) is applied to a district \( X \), then “the segregation of the district is unchanged” or “the district’s segregation ranking is unaffected.” By this we mean that \( \sigma(X) \sim X \). If this holds for all districts \( X \), then we will say that the segregation in a district is invariant to the transformation \( \sigma \).

Our first axiom, Scale Invariance, requires that an ordering be insensitive to changes in the size of an ethnic group that leave that group’s distribution across schools unchanged. More precisely:

**Scale Invariance (SI)** For any district \( X \in C \), group \( g \in G \), and constant \( \alpha > 0 \), let \( X' \) be the result of multiplying the number of group-\( g \) students in each school \( n \) in district \( X \) by \( \alpha \). Then \( X' \sim X \).

The axiom of Independence states that if the students in a subarea of a district are reallocated among schools within that subarea, then segregation in the district rises if and only if segregation in the subarea rises:

**Independence (IND)** Let \( X, Y \in C \) have equal populations and equal group distributions.

Then for any \( Z \in C \), \( X \not\succ Z \succ Y \not\succ Z \) if and only if \( X \not\succ Y \).

Since \( X \) and \( Y \) have the same number of each ethnic group, \( Y \not\succ Z \) is the result of reallocating the students within the subarea \( X \) of the district \( X \not\succ Z \).\(^{12}\) The Dissimilarity Index violates this principle. For instance, suppose a district is composed of two areas: \( X = \langle (50, 100), (50, 0) \rangle \) and \( Z = \langle (100, 0) \rangle \). Suppose that the students in the first area are

\(^{12}\)IND does not require \( Y \) to have the same number of schools as \( X \). Hence, the reallocation might be accompanied by new school construction or conversion of some schools to other uses.
reallocated to yield \( Y = \langle (100, 40), (0, 60) \rangle \). The Dissimilarity Index within this area \( \textit{rises} \) from 0.5 to 0.6, but the index for the full district \( \textit{falls} \), counterintuitively, from 0.75 to 0.6.\(^{13}\) Independence rules out this behavior. In Section 5.2 we show that Independence is also a precondition for an index to be additively decomposable in a sense discussed by Hutchens [18].

The next axiom is the Weak School Division Property. This axiom states that a one-school district cannot become \textit{less} segregated if the school is split into two new schools. In addition, if the new schools have identical ethnic distributions, then segregation is unchanged. Intuitively, since a district that contains a single school is not segregated at all, splitting the school cannot lead to lower segregation.\(^{14}\) And if the new schools have the same ethnic distribution, then the new district is not segregated at all, like the original district.

**Weak School Division Property (WSDP)** Let \( X \in \mathcal{C} \) be a district consisting of a single school. Let \( X' \) be the district that results from subdividing this school into two schools, \( n_1 \) and \( n_2 \). Then, \( X' \succ X \). Further, if \( n_1 \) and \( n_2 \) have the same group distributions (i.e., \( p_{g}^{n_1} = p_{g}^{n_2} \) for all \( g \in G \)), then \( X' \sim X \).

This axiom implies, for instance, that a district with 110 whites and ten blacks in a single school does not become more segregated if the ten blacks and an equal number of whites are relocated to a second school: the district \( \langle (110, 10) \rangle \) is no more segregated than the district \( \langle (100, 0), (10, 10) \rangle \). Of course, one can think of notions of “segregation” that would contradict this. A student in the school \( (10, 10) \) might think that her new environment is more “integrated” since it has equal numbers of blacks and whites. No model can capture all possible notions of segregation. By Massey and Denton’s [28] evenness criterion, segregation

\(^{13}\) The two versions of the Dissimilarity index coincide in this example since there are only two ethnic groups. They equal the percentage of either group that must change schools in order for all schools to have the same ethnic distribution.

\(^{14}\) Our motivating example uses schools as the basic locational unit, so it ignores ability tracking and other forms of within-school segregation. Our approach could easily be used to study these phenomena by redefining basic locational unit to be the classroom or the ability group.
in the district has indeed increased: ethnic groups are (trivially) distributed evenly across schools in the first district but not in the second.

WSDP is related to two properties that are discussed by James and Taeuber [22] and subsequent authors. The first is organizational equivalence: if a school is divided into two schools that have the same ethnic distribution, the district’s level of segregation does not change. The second is the transfer principle. When there are two demographic groups, the transfer principle states that if a black (white) student moves from one school to another school in which the proportion of blacks (whites) is higher, then segregation in the district rises. In the case of two ethnic groups, WSDP follows from organizational equivalence and the transfer principle.\textsuperscript{15} But while WSDP applies directly with any number of groups, it is unclear what form the transfer principle should take with more than two groups.\textsuperscript{16}

Group Symmetry states that the level of segregation in a district does not depend on the labeling of the district’s demographic groups; it depends only on the number of people in each group who attend each school. For instance, if “blacks” are relabeled “whites” and vice-versa, then segregation does not change.

**Group Symmetry (GS)** The segregation in a district is invariant to any relabeling or reordering of the groups in the district.

We will consider axiomatizations both with and without this axiom.

Our next axiom, Continuity, will be needed only when Group Symmetry is dropped.

\textsuperscript{15}A rough intuition runs as follows. The first part of WSDP is just organizational equivalence itself. As for the second part, any division of a school into two new schools with differing ethnic distributions can be broken into two steps. First, create two schools with the desired sizes but the same ethnic distribution. By organizational equivalence, segregation is unchanged. In the second step, swap black students with white students until the desired ethnic distributions are attained. Since each swap moves students to schools in which their groups are overrepresented, segregation must rise by the transfer principle.

\textsuperscript{16}For instance, suppose a black student moves to a school that has higher proportions of both blacks and Asians but fewer whites. Since there are more blacks, one might argue (using the transfer principle) that segregation has gone up. On the other hand, blacks are now more integrated with Asians. One attempt to overcome this difficulty appears in Reardon and Firebaugh [33].
**Continuity** (C) For any districts $X, Y, Z \in \mathcal{C}$, the sets

$$\{c \in [0, 1] : cX \uplus (1-c)Y \succ Z\} \text{ and } \{c \in [0, 1] : Z \succ cX \uplus (1-c)Y\}$$

are closed.

Our final axiom states that there exist two districts, one strictly more segregated than the other. It is needed to rule out the trivial segregation ordering.

**Nontriviality** (N) There exist districts $X, Y \in \mathcal{C}$ such that $X \succ Y$.

## 5 Results

We first show that the general Atkinson index (equation (1)) satisfies all of the axioms other than Group Symmetry. This axiom is satisfied only by the symmetric Atkinson index (equation (2)).

**Proposition 1** Let $w = (w_1, \ldots, w_K)$ be a list of $K$ non-negative weights that add up to one. The ordering represented by the general Atkinson index $A_w$ satisfies SI, IND, WSDP, $N$, and $C$. The ordering represented by the symmetric Atkinson index $A$ also satisfies GS.

The next two theorems are the main results of our paper. Theorem 1 states that our set of axioms, less Group Symmetry, fully characterizes the general Atkinson index.

**Theorem 1** Let $\succ$ be an ordering on $\mathcal{C}$ that satisfies SI, IND, WSDP, $N$, and $C$. There are fixed weights $w_g \geq 0$ for $g = 1, \ldots, K$, adding up to one, such that $\succ$ is represented by the general Atkinson index $A_w(X)$.

An easy implication of Theorem 1 is that if the requirement of Group Symmetry is added, then the weights $w_g$ must all be equal. Hence, the symmetric Atkinson index represents the unique ordering that satisfies this larger set of axioms. It turns out that this is still true if Continuity is dropped. This is the following result.

**Theorem 2** The ordering represented by the symmetric Atkinson index on $\mathcal{C}$ is the only ordering that satisfies GS, SI, WSDP, IND, and $N$.  

13
5.1 Independence of the Axioms

Are the axioms in Theorems 1 and 2 independent of each other? In this section, we show that they are: for each of the axioms in each of the two theorems, there is an index that violates it yet that satisfies the other axioms. Consequently, all of the axioms are needed for our results to hold.

For any two different vectors \( w \) and \( w' \) of group weights (each summing to one), consider the following lexicographic ordering:

\[
X \succ_{w,w'} Y \iff \begin{cases} 
A_w(X) > A_w(Y) \\
A_w(X) = A_w(Y) \text{ and } A_{w'}(X) \geq A_{w'}(Y)
\end{cases}
\]

This ordering first uses the general Atkinson index with weights \( w \) to rank districts. Any “ties” are broken using the general Atkinson index with weights \( w' \). The following proposition uses this index and the other indices defined in Section 3 to show that our axioms are independent of each other.

Proposition 2 The axioms SI, WSDP, IND, N, and C are independent of each other, as are the axioms GS, SI, WSDP, IND, and N. In particular:

- The symmetric Atkinson index \( A(X) \) satisfies all the axioms;
- any general Atkinson index with unequal weights satisfies all axioms but Group Symmetry;
- the Mutual Information index satisfies all axioms but Scale Invariance;
- \( 1 - A(X) \) satisfies all axioms but the Weak School Division Property;
- the Unweighted Dissimilarity index satisfies all axioms but Independence;
- the trivial index, which ranks all districts as equally segregated, satisfies all axioms but Nontriviality;
• the lexicographic index \( \preceq_{w,w'} \), for weights \( w \neq w' \), satisfies all axioms but Group Symmetry and Continuity (so \( C \) is independent of SI, WSDP, IND, N).

This proposition is summarized in Table 1. A check mark indicates that an index satisfies a given axiom; an \( \times \) indicates that it does not.

<table>
<thead>
<tr>
<th>GS</th>
<th>SI</th>
<th>WSDP</th>
<th>IND</th>
<th>N</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Symmetric Atkinson: ( A(X) )</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
</tr>
<tr>
<td>( A_w(X) ) for ( w \neq (1/K, \ldots, 1/K) )</td>
<td>×</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
</tr>
<tr>
<td>Mutual Information ( M(X) )</td>
<td>√</td>
<td>×</td>
<td>√</td>
<td>√</td>
<td>√</td>
</tr>
<tr>
<td>( 1 - A(X) )</td>
<td>√</td>
<td>√</td>
<td>×</td>
<td>√</td>
<td>√</td>
</tr>
<tr>
<td>Unweighted Dissimilarity: ( D^U(X) )</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>×</td>
<td>√</td>
</tr>
<tr>
<td>Trivial index</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>×</td>
<td>√</td>
</tr>
<tr>
<td>Lexicographic ( \preceq_{w,w'} ) for ( w \neq w' )</td>
<td>×</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>×</td>
</tr>
</tbody>
</table>

Table 1: Independence of the axioms.

5.2 Additive Decomposability

It is often necessary to study segregation at several levels simultaneously. For instance, one may be interested in how much of the segregation between classrooms in a district is due to residential segregation and how much is due to ability tracking within schools. As a first approximation, one might want to decompose total segregation into between-school and within-school, between-classroom segregation. It turns out that only indices that satisfy Independence can be decomposed in this way. This includes the Atkinson indices but not, e.g., the Unweighted Dissimilarity index.

For any district \( Z \), let the lower-case letter \( z \) denote the one-school district that results from combining the students of \( Z \) into a single school. Following Hutchens [18], we say that the segregation index \( S \) is additively decomposable if, for any (nonempty) districts \( X \) and \( Y \),

\[
S(X \cup Y) = S(x \cup y) + \alpha(x, y)S(X) + \beta(x, y)S(Y)
\] (5)
where \( \alpha(x, y) \) and \( \beta(x, y) \) are strictly positive numbers that depend only on the numbers of students in each ethnic group in districts \( X \) and \( Y \). That is, the segregation of the combined district \( X \cup Y \) can be written as the sum of segregation between the districts, \( S(x \cup y) \), and the weighted sum of segregation within the districts \( X \) and \( Y \), where the weights \( \alpha(x, y) \) and \( \beta(x, y) \) can depend on the sizes and ethnic distributions of \( X \) and \( Y \) but not on the allocations of students across schools within \( X \) and \( Y \).

**Proposition 3** Suppose \( S \) is an additively decomposable segregation index. Then the ordering represented by \( S \) satisfies Independence.

The general Atkinson index with weights \( w = (w_1, ..., w_K) \) satisfies (5). More generally, let \( Z = X_1 \cup \cdots \cup X_t \), where each \( X_i \) is a district. Then it is straightforward to verify that

\[
A_w(Z) = A_w(x_1 \cup \cdots \cup x_t) + \sum_{i=1}^{t} \alpha_i A_w(X_i)
\]

where \( x_i \) is the district that results from combining the students in \( X_i \) into a single school and \( \alpha_i = \prod_{g \in G} \left( \frac{T_g(x_i)}{T_g(z)} \right)^{w_g} \).

Frankel and Volij [14] discuss a stronger type of additive separability, in which the weight \( \alpha_i \) equals the proportion of students who are in district \( i \). This stronger property is not satisfied by the Atkinson indices or, indeed, by any of the other common segregation indices except Mutual Information (Frankel and Volij [14]).

## 6 Empirical School Segregation Patterns

In this section we study the change in school segregation in the U.S. between the 1987/8 and 2005/6 school years. The data source is the Common Core of Data (Sable, Gaviola, and Garofano [34]). The set of reporting schools expanded considerably over the period, making longitudinal comparisons hard to interpret. Accordingly, we restricted to the 62,519 schools that reported positive attendance in every school year from 1987/8 to 2005/6.\(^{17}\) We

\(^{17}\)To aid in matching, for 1987/8 through 1998/99 we used the 13-year longitudinal version of this database (McLaughlin [29]). For subsequent years, we used the annual files. Schools that closed for one or more
use four, mutually exclusive ethnic groups: Asians, (non-Hispanic) whites, (non-Hispanic) blacks, and Hispanics.\textsuperscript{18}

We trace changes in three sets of indices. The first set is the Scale Invariant indices: the Atkinson indices and the Unweighted Dissimilarity Index (section 3). Indices not in this set fall, heuristically, into two groups. Each such index begins with a quantity that captures some intuitive notion of segregation. Sometimes this quantity itself is used as the segregation index: the index is unnormalized. This may be because the index already takes a maximum value of one, or because normalization destroys certain desirable properties. This set consists of the Card-Rothstein Index, the Clotfelter Index, and the Mutual Information index. In other cases, the intuitive quantity is normalized by dividing by the maximum value it can take, given the district’s ethnic distribution. This set consists of the Gini Index, the Weighted Dissimilarity Index, the Normalized Exposure Index, and the Entropy Index.\textsuperscript{19}

Over the period we study, school segregation measures were affected by two important developments. First, the distributions of different ethnic groups across schools in the U.S. became increasingly similar. Accordingly, the Scale Invariant indices show steep declines in segregation over the full period. At the same time, ethnic diversity was growing significantly. Most strikingly, the proportion of Hispanic students rose from 10% in 1987/8 to 19.3% in 2005/6. This change dominated for the unnormalized Scale-Variant indices: they show large increases over the period. As for the normalized Scale-Variant indices, increased ethnic diversity led to offsetting increases in both the intuitive quantities on which these index are based, as well as the maximum possible values of these quantities. The end result was little discernible change in the indices themselves.

\textsuperscript{18} The CCD actually has five ethnic groups; the smallest, American Indian/Alaskan Native, is not represented in some school districts. Hence, we include this group with the second smallest group, Asians.

\textsuperscript{19} Frankel and Volij \cite{14} study which of our axioms, among others, are satisfied by these indices.
6.1 Unnormalized Scale-Variant Indices

The unnormalized Scale-Variant indices consist of the Mutual Information Index and two other indices. Clotfelter [7] uses the percentage of black students who attend schools in which at least some proportion $\kappa$ of students are black or Hispanic. We follow Clotfelter [7] by using the two thresholds $\kappa = 0.5$ and $\kappa = 0.9$. Card and Rothstein [5] compute the average fraction black or Hispanic in the schools attended by the typical black and white student, and define their segregation index as the difference between these figures. Letting whites, blacks, and Hispanics be indexed by 1, 2, and 3, respectively, the Card-Rothstein Index equals\(^{20}\)

$$CR = \sum_{n \in \mathbb{N}} \left( \frac{T_2^n}{T_2} - \frac{T_1^n}{T_1} \right) \frac{T_2^n + T_3^n}{T^n}$$

6.2 Normalized Scale-Variant Indices

We consider four normalized Scale-Variant indices. The Weighted Dissimilarity Index of Morgan [30] and Sakoda [35] is defined as follows:

$$D^W = \frac{1}{I} D' \text{ where } D' = \frac{1}{2} \sum_{g \in G} \sum_{n \in \mathbb{N}} P^n |p^n_g - P_g|$$

and $I$ is the Simpson Iteraction Index, $I = \sum_{g \in G} P_g (1 - P_g)$ (Lieberson [26]). Intuitively, $D'$ equals the minimum proportion of the population that would have to change schools, keeping school sizes fixed, in order for each school to be representative of the district. $I$ is what this proportion would be under complete segregation. Hence, the Weighted Dissimilarity Index, $D^W$, is a normalization of $D'$ that take a maximum value of 1.

The multigroup Gini Index of Reardon [32], is a generalization of the two-group Gini index of Jahn, Schmidt, and Schrag [21]:

\(^{20}\)In our application, Asians are included in the total school population, $T^n$. 
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\[ G = \frac{1}{I} G' \text{ where } G' = \frac{1}{2} \sum_{g \in G} \sum_{m \in N} \sum_{n \in N} P^m P^n |p^m_n - p^n_g| \]

\( G' \) is a measure of the extent to which the proportion in a given group varies across schools. More precisely, it is the weighted sum, over all ethnic groups \( g \) and all school-pairs, of the absolute difference between the proportions in the two schools who are in group \( g \). The Gini index results from dividing this measure by its maximum value, \( I \).

The Normalized Exposure Index was originally proposed by Bell [3] for the case of two groups. Its multigroup version, formulated by James [23], is

\[ P = \sum_{g \in G} \sum_{n \in N} P^n (p^n_g - P_g)^2 \]

In the case of two groups (say blacks and whites, denoted 1 and 2, respectively), the index equals \( \frac{P_2 - E^*}{P_2} \) where \( E^* = \frac{1}{T_1} \sum_{n \in N} T_1 P^n_2 \) is the proportion white in the school attended by the average black student and \( P_2 \) (the proportion white in the district) is the maximum value of \( E^* \) given the district ethnic distribution. Thus, the two-group index measures the exposure of blacks to whites, normalized by the maximum possible such exposure. The index is symmetric: it also measures the normalized exposure of whites to blacks.

Finally, the Entropy Index \( H \) (Theil [40]; Theil and Finizza [41]) is the result of dividing the Mutual Information Index, \( M \) (section 3), by its maximum value, the entropy of the district ethnic distribution: \( H = M/h(P) \).

### 6.3 Findings

We study total segregation among U.S. schools, essentially treating the U.S. as a single district and studying its evolution over time. In contrast, the literature has typically focused on averages of city-level segregation indices. Despite its intuitive appeal, this common approach is generally not well founded. In most cases, the resulting average does not equal the within-city component of total segregation between U.S. schools: most segregation
indices are not decomposable into a within-city average plus a between-city term. In addition, individual city-level indices often have an intuitive meaning that is lost when taking their average across cities. This is particularly true when, as is often the case, normalized indices are used.

Multigroup segregation was affected by two trends during the period we study. The first is a decline in segregation between pairs of ethnic groups. Table 2 depicts the Lorenz curves between each pair of students in 1987/8 and 2005/6. For each pair except blacks and whites, the Lorenz curve rose over the period, indicating that the groups’ distributions across schools were becoming increasingly similar. Indeed, pairwise Gini indices fell for all groups, as shown in panel 1 of Table 3. For blacks vs. whites, the two curves cross and are close to one another: the change in the Gini index is only -0.005. The 2005/6 curve is higher in schools with moderately high black percentages and lower in the schools with the highest proportions black. This indicates a relative movement of whites into the former set of schools and out of the latter set.

Over the period, there was another important development: minority groups grew in relative terms. In 1987/8, the proportions of Asians, blacks, and Hispanics in U.S. schools were 4.0%, 15.3%, and 10.0%, respectively. By 2005/6, these percentages had grown to 5.7%, 16.8%, and 19.3%, respectively, while the percentage of whites had fallen from 70.8% to 69.6%.

---

21 Indices that violate Independence are not decomposable into within and between terms (section 5.2). These include the Gini Index, the Card-Rothstein Index, the Normalized Exposure Index with three or more ethnic groups, and the Weighted Dissimilarity Index (Frankel and Volij [14]). Unweighted Dissimilarity is also in this category (section 5.1).

22 To see the effects of normalization, consider the population-weighted average of the unnormalized dissimilarity index $D'$ defined in equation (6). This average does have an intuition: it is the minimum proportion of students in the country who would have to change schools within their given cities, keeping school sizes fixed, in order for each school to be representative of its city. In contrast, it is hard to find any intuition for the average across cities of the normalized index, $D^W$.

23 The pairwise Gini index equals the area between the 45 degree line and the Lorenz curve, as a fraction of the total area that lies below the 45 degree line.
to 58.2%. These figures appear in panel 2 of Table 3.

Panel 3 of Table 3 shows changes in the Scale Invariant segregation indices. These indices are insensitive to changes in the ethnic distribution, so they would be expected to decline in response to the increasing similarity in the ethnic groups’ distributions across schools (Table 2). They consist of the Unweighted Index of Dissimilarity (UIOD), the symmetric Atkinson index (ATKSYM), and two different versions of the general Atkinson index: one in which a group’s weight equals its share in the universe of districts in 1987/8 (ATK87) and one in which its weight equals its share in this universe in 2005/6 (ATK05). As anticipated, all of these indices declined over the period.

Unnormalized Scale-Variant indices are shown in panel 4 of Table 3. These indices consist of the Mutual Information Index (M), the Clotfelter Index with thresholds of 50% (Cl50) and 90% (Cl90), and the Card-Rothstein Index (CR). Falling bilateral segregation should cause these indices to fall; on the other hand, increased ethnic diversity tends to have the opposite effect. Over the 18-year period, the second effect dominates: all indices show increases.

For instance, the increase in the Mutual Information index shows that a randomly selected student’s school now conveys more information about her race (Frankel and Volij [14]). This is driven by the fact that there is now more information to convey: since ethnic diversity has increased, the initial uncertainty about a random student’s race is now greater. Similarly, the increase in the Clotfelter indices shows that a higher percentage of black students now attend schools in which at least a given threshold (50% and 90%) of students are black or Hispanic. This is driven by the increase in the proportions of blacks and Hispanics in the U.S. student population. Finally, the increase in the Card-Rothstein index shows that the absolute difference in the proportion of minorities in the school attended by the typical black vs. white student has grown. This is driven by two factors: growth in the proportion of minority students in the U.S., combined with the lack of progress in black-white integration (Table 2).

Normalized Scale-Variant indices appear in panel 5 of Table 3. This set consists of the
Gini Index (GINI), the Weighted Index of Dissimilarity (WIOD), the Normalized Exposure Index (NEXP), and the Entropy Index (ENT). Each index equals the ratio of some intuitive quantity to its maximum possible value. These indices show little change over the period. In each case, greater ethnic diversity caused offsetting increases in the intuitive quantity as well as in its maximum possible value, with little change in the ratio.

In particular, the Weighted Index of Dissimilarity equals the proportion of students who would have to change schools to attain perfect integration ($D'$), divided by the maximum possible value of this proportion ($I$, the Simpson interaction index). While $D'$ rose from 0.301 to 0.370, $I$ also rose, from 0.464 to 0.593 (Table 3, last panel). Their ratio, WIOD, fell only slightly, from 0.648 to 0.624. Similarly, the Gini Index fell slightly, from 0.818 to 0.793. It equals the ratio of the weighted-average absolute difference in ethnic group proportions ($G'$), which rose from 0.38 to 0.47, divided by the maximum possible value of this weighted average (also the Simpson interaction index, $I$), which also rose, from 0.464 to 0.593 (panel 6 of Table 3). The Entropy Index fell from 0.456 to 0.429; it equals the expected information a randomly selected student’s school reveals about her race (the Mutual Information Index), which rose from 0.586 to 0.679, divided by total information present in a random student’s race (the entropy of the overall ethnic distribution), which rose from 1.285 to 1.582 (panel 6 of Table 3). \[^{24}\]

7 Conclusion

In this paper we have provided an axiomatic foundation for the Atkinson family of segregation orderings in the multigroup setting, using a parsimonious set of purely ordinal axioms. We have shown that the ordering represented by the symmetric Atkinson index is the only (nontrivial) segregation ordering that satisfies Group Symmetry, Scale Invariance, the Weak School Division Property, and Independence. We also showed that a (nontrivial) segre-

\[^{24}\]The Normalized Exposure Index lacks such a simple interpretation since different normalization factors are applied to different terms in the sum.
gation ordering is represented by an index in the general Atkinson family if and only if it satisfies Scale Invariance, the Weak School Division Property, Independence, and a technical continuity property.

While the Atkinson indices are Scale-Invariant, most other multigroup segregation indices are not. We illustrate the role of Scale Invariance by studying changes in the total segregation of U.S. public school students from 1987/8 to 2005/6. For each pair of ethnic groups except blacks and whites, the Lorenz curve rose: the groups’s distributions across schools became more similar. This constitutes a decline in bilateral segregation according to Massey and Denton’s [28] criterion of evenness. Consistent with this, the Atkinson indices fell considerably over the period. On the other hand, there were large increases in the proportions of all minority groups, especially Hispanics, who overtook blacks as the second-largest ethnic group. This growth in ethnic diversity caused indices that are not Scale-Invariant to rise or remain essentially unchanged.

A Proofs

For any district $X$ and any nonnegative constant $c$, let $cX$ denote the district that results from multiplying the number of members of each group in each school of $X$ by $c$. For any district $X$ and any vector of nonnegative scalars $\overrightarrow{\alpha} = (\alpha_g)_{g \in G}$, let $\overrightarrow{\alpha} \cdot X$ denote the district in which the number of members of group $g$ in school $n$ is $\alpha_g T_g^n$. For example, if $X = \langle (1,2), (3,4) \rangle$, and $\overrightarrow{\alpha} = (2,3)$, then $\overrightarrow{\alpha} \cdot X = \langle (2,6), (6,12) \rangle$. We sometimes apply the same operation to individual schools; e.g., $\overrightarrow{\alpha} \cdot (1,2) = (2,6)$.

We first define a slight strengthening of WSDP:

School Division Property (SDP) Let $X \in C$ be any district and let $n$ be a school in $X$.

Let $X'$ be the district that results from $X$ if school $n$ is subdivided into two schools, $n_1$ and $n_2$. Then, $X' \succ X$. Further, if $n_1$ and $n_2$ have the same group distributions (i.e., $p_g^{n_1} = p_g^{n_2}$ for all $g \in G$), then $X' \sim X$.

SDP follows from WSDP and IND:
Lemma 1  Suppose the segregation ordering \( \succeq \) satisfies Independence and the Weak School Division Property. Then \( \succeq \) also satisfies the School Division Property.

Proof. Let \( Y \) denote the district \( X \) less the school \( n \):

\[
X = Y \uplus \langle n \rangle \\
X' = Y \uplus \langle n_1, n_2 \rangle.
\]

By WSDP, \( \langle n_1, n_2 \rangle \succ \langle n \rangle \). By IND, \( Y \uplus \langle n_1, n_2 \rangle \succ Y \uplus \langle n \rangle \). If \( n_1 \) and \( n_2 \) have the same population distribution then the symbol \( \succeq \) can be replaced by \( \sim \). Q.E.D.

We now state and prove some additional lemmas.

Lemma 2  Let \( \succeq \) be a segregation ordering on \( C \) that satisfies SDP and SI.

1. All districts in which every school is representative have the same degree of segregation under \( \succeq \).

2. Any district in which every school is representative is weakly less segregated under \( \succeq \) than any district in which some school is unrepresentative.

Proof.

1. Consider any district \( Y \) in which every school is representative. Number the schools \( 1, \ldots, N \). For each \( i = 1, \ldots, N \), let \( Y_i \) be the district that results from \( Y \) when the first \( i \) schools of \( Y \) are combined into a single school. By SDP, for each \( i = 1, \ldots, N - 1 \), \( Y_i \sim Y_{i+1} \). Hence, by transitivity, \( Y = Y_1 \sim Y_N \). \( Y_N \) contains a single school. But by SI, any district with a single school is as segregated as any other district with a single school.

2. Let \( Y \) be a district in which every school is representative and consider any district \( X \) in which at least one school is unrepresentative. The above reasoning yields \( X \succ X_N \). \( X_N \) contains a single school, so it is representative. Therefore, by 1, \( X \succeq Y \).
Lemma 3 Let \( \succ \) be a segregation ordering on \( C \) that satisfies SDP and SI. All completely segregated districts have the same degree of segregation under \( \succ \), and are weakly more segregated than any district in which any school is mixed.

Proof. Consider a completely segregated district \( X \). Let \( X' \) be the district that results from \( X \) when, for each group \( g \in G \), all schools that contain only members of group \( g \) are combined into a single school. (\( X' \) thus consists of \( K \) schools, each of which contains all the members of a single group.) By iteratively applying SDP, \( X \sim X' \). By SI, \( X' \) is as segregated as any other district that consists of \( K \) schools, each of which contains all the members of a single group. This implies that all completely segregated districts have the same degree of segregation.

Now any district that has at least one mixed school can be converted into a completely segregated district by dividing each school \( n \) into \( K \) distinct schools, each of which includes all and only the members of a single group. By SDP, this procedure results in a weakly more segregated district. Q.E.D.

Let \( \overline{X} \) be a district with \( K \) groups of unit size who all attend in the same school: \( \overline{X} = \langle \underline{1,1,\ldots,1} \rangle \). Let \( X \) be a district with \( K \) groups of unit size who all attend separate schools:

\[
\overline{X} = \left\langle \left( \overline{1,0,\ldots,0} \right), \left( \overline{0,1,0,\ldots,0} \right), \ldots, \left( \overline{0,\ldots,0,1} \right) \right\rangle.
\]

We say that a school is a "ghetto" if all its students belong to the same group. We first state and prove some auxiliary results about districts with a single non-ghetto school. For any scalar \( \alpha \), let \( X(\alpha) \) denote the district \( \alpha \overline{X} \cup (1 - \alpha) \overline{X} \). City \( X(\alpha) \) contains one school with \( \alpha \) students of each group, and \( K \) ghettos, each with \( 1 - \alpha \) students. Similarly, for any vector \( t = (t_1, \ldots, t_K) \in [0,1]^K \), let \( X(t) \) denote the district

\[
t \ast \overline{X} \cup (1 - t) \ast \overline{X} = \langle t, (1 - t_1,0,\ldots,0), (0,\ldots,0,1 - t_K) \rangle
\]
City $X(t)$ consists of the non-ghetto school $t$, and for each group $g$, one ghetto with $1 - t_g$ students of group $g$.

**Lemma 4** Let $\succ$ be a segregation ordering on $C$ that satisfies SDP, IND, N, and SI. Then

1. $\overline{X} \succ X$;

2. for any $\alpha, \beta \in [0, 1]$, $\alpha > \beta$, $X(\beta) \succ X(\alpha)$.

**Proof.**

1. By N, there exist districts $X$ and $Y$ such that $X \succ Y$. By lemmas 2 and 3, $\overline{X} \succ X \succ Y \succ \overline{X}$, so $\overline{X} \succ X$.

2. By part 1 and SI, $(\alpha - \beta)\overline{X} \succ (\alpha - \beta)X$. Since the numbers of members of each group are equal in district $\overline{X}$ and in $X$, they are also equal in district $(\alpha - \beta)\overline{X}$ and in $(\alpha - \beta)X$. So by IND,

$$\beta \overline{X} \cup (\alpha - \beta)\overline{X} \cup (1 - \alpha)\overline{X} \succ \beta X \cup (\alpha - \beta)X \cup (1 - \alpha)X.$$  

The result follows from the fact that, by SDP,

$$\beta \overline{X} \cup (\alpha - \beta)\overline{X} \cup (1 - \alpha)\overline{X} \sim \beta \overline{X} \cup (1 - \beta)\overline{X}$$

and

$$\beta \overline{X} \cup (\alpha - \beta)\overline{X} \cup (1 - \alpha)\overline{X} \sim \alpha \overline{X} \cup (1 - \alpha)\overline{X}.$$  

Q.E.D.

**Lemma 5** Let $t, v \in [0, 1]^K$, such that $t \preceq v$. Then, $X(t) \succ X(v)$. If $t = (t_1, \ldots, t_K) \in (0, 1)^K$ then $\overline{X} \succ X(t) \succ \overline{X}$.

**Proof.** Let $t, v \in [0, 1]^K$, such that $t \preceq v$. Applying SDP twice, we obtain

$$X(t) = t \cup \overline{X} \cup (1 - t) \cup \overline{X}$$

$$\sim t \cup \overline{X} \cup (v - t) \cup \overline{X} \cup (1 - v) \cup \overline{X}$$

$$\succ v \cup \overline{X} \cup (1 - v) \cup \overline{X} = X(v).$$
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Assume now that \( t = (t_1, ..., t_K) \in (0, 1)^K \), and let \( \bar{t} = \max\{t_1, ..., t_K\} \), \( \underline{t} = \min\{t_1, ..., t_K\} \).

Then,
\[
\bar{X} \succeq X(t) \quad \text{by Lemma 4}
\]
\[
\succeq X(t) \quad \text{since } (\underline{t}, ..., \bar{t}) \leq t
\]
\[
\succeq X(\bar{t}) \quad \text{since } t \leq (\bar{t}, ..., \bar{t})
\]
\[
\succeq X \quad \text{by Lemma 4}.
\]

Q.E.D.

**Lemma 6** For any two vectors \( t, v \in [0, 1]^K \) and for any \( \gamma \in (0, 1] \),

1. \( v * X(t) \uplus (1 - v) * \bar{X} \sim X(v * t) \)
2. \( \gamma X(t) \uplus (1 - \gamma) \bar{X} \sim X(\gamma t) \)
3. If for some \( \alpha \in [0, 1] \), \( X(t) \sim X(\alpha) \), then \( X(v * t) \sim X(\alpha v) \)
4. If for some \( \alpha \in [0, 1] \), \( X(t) \sim X(\alpha) \), then \( X(\gamma t) \sim X(\gamma \alpha) \)

**Proof.**

1. By definition of \( X(t) \) and by SDP,
\[
v * X(t) \uplus (1 - v) * \bar{X} = v * (t * X) \uplus (1 - t) * \bar{X} \uplus (1 - v) * \bar{X}
\]
\[
\sim (v * t) * X \uplus (1 - v * t) * \bar{X}
\]
\[
= X(v * t).
\]

2. The proof is analogous to the previous one.

3. Now, if for some \( \alpha \in [0, 1] \), \( X(t) \sim X(\alpha) \), then, by SI and IND
\[
v * X(t) \uplus (1 - v) * \bar{X} \sim v * X(\alpha) \uplus (1 - v) * \bar{X}
\]

which, by the previous steps, implies \( X(v * t) \sim X(\alpha v) \).

4. The proof is analogous to the previous one.

Q.E.D.
A.1 Proof of Proposition 1

That the ordering represented by $A_w$ satisfies N is obvious. It also satisfies C, since $A_w$ is a continuous function. The fact that it satisfies SI follows from the fact that for any positive scalar $\alpha$, $t^t_g = \frac{T_g^n}{T_g} = \frac{\alpha T_g^n}{\alpha T_g}$, we now show that the ordering satisfies IND and WSDP.

**Proof.**

**IND** Let $X, Y \in C$ be two districts with the same group distributions, and the same total populations, and let $Z \in C$ be another district. Let $\gamma_g = \frac{T_g(X)}{T_g(X \cup Z)} = \frac{T_g(Y)}{T_g(Y \cup Z)}$ and $\eta_g = \frac{T_g(Z)}{T_g(X \cup Z)} = \frac{T_g(Z)}{T_g(Y \cup Z)}$. Note that a proportion $t^n_g \gamma_g$ of group-$g$ students of the district $X \cup Z$ attend school $n \in N(X)$. Likewise, a proportion $t^n_g \eta_g$ of group-$g$ students of the district $X \cup Z$ attend school $n \in N(Z)$. Analogous statements are true for $Y \cup Z$. Accordingly,

$$A_w(X \cup Z) \geq A_w(Y \cup Z)$$

$$\Leftrightarrow \sum_{n \in N(X)} \left( \prod_{g \in G} (t^n_g \gamma_g)^{w_g} \right) + \sum_{n \in N(Z)} \left( \prod_{g \in G} (t^n_g \eta_g)^{w_g} \right)$$

$$\leq \sum_{n \in N(Y)} \left( \prod_{g \in G} (t^n_g \gamma_g)^{w_g} \right) + \sum_{n \in N(Z)} \left( \prod_{g \in G} (t^n_g \eta_g)^{w_g} \right)$$

$$\Leftrightarrow \sum_{n \in N(X)} \left( \prod_{g \in G} (t^n_g \gamma_g)^{w_g} \right) \leq \sum_{n \in N(Y)} \left( \prod_{g \in G} (t^n_g \gamma_g)^{w_g} \right)$$

$$\Leftrightarrow \left( \prod_{g \in G} (\gamma_g)^{w_g} \right) \sum_{n \in N(X)} \prod_{g \in G} (t^n_g)^{w_g} \leq \left( \prod_{g \in G} (\gamma_g)^{w_g} \right) \sum_{n \in N(Y)} \prod_{g \in G} (t^n_g)^{w_g}$$

$$\Leftrightarrow \sum_{n \in N(X)} \prod_{g \in G} (t^n_g)^{w_g} \leq \sum_{n \in N(Y)} \prod_{g \in G} (t^n_g)^{w_g}$$

$$\Leftrightarrow A_w(X) \geq A_w(Y)$$

**WSDP** Let $X$ be a district with a single school and let $X' = \langle (t_g)_{g \in G}, (1 - t_g)_{g \in G} \rangle$ the district that results from dividing $X$ into two schools. Then, since $A_w$ maps districts to the unit interval, $A_w(X') \geq 0 = A_w(X)$. Further, if the two schools of $X'$ have the same group distribution, then $t_g = t'_{g'}$ for all $g, g' \in G$, then $A_w(X') = 1 - \prod_{g \in G} t^{w_g} - \prod_{g \in G} (1 - t_g)^{w_g} = 0$ since the weights $w_g$ add up to one.
Since the geometric average is a symmetric function, $A$ satisfies GS.

Q.E.D.

### A.2 Proof of Theorem 1

Let $\succ$ be a segregation ordering on $C$ that satisfies C, SDP, IND, N, and SI. We first build an index that represents $\succ$. Later we show that the index has the requisite form.

**Lemma 7** For any district $X$, there is a unique $\alpha_X \in [0, 1]$ such that $X \sim X(\alpha_X)$.

**Proof.** By C, $\{\alpha \in [0, 1] : \alpha X \cup (1 - \alpha)X \succ X\}$ and $\{\alpha \in [0, 1] : X \succ \alpha X \cup (1 - \alpha)X\}$ are closed sets. Any $\alpha_X$ satisfies $X \sim X(\alpha_X)$ if and only if it is in the intersection of these two sets. The sets are each nonempty by Lemmas 2 and 3. Their union is the whole unit interval since $\succ$ is complete. Since the interval $[0, 1]$ is connected, the intersection of the two sets must be nonempty. By Lemma 4, their intersection cannot contain more than one element. Thus, their intersection contains a single element $\alpha_X$. Q.E.D.

Let $X$ and $Y$ be two districts, and let $\alpha_X$, and $\alpha_Y$ be the respective scalars identified in Lemma 7. Then, by Lemma 4, $X \succ Y$ if and only if $1 - \alpha_X > 1 - \alpha_Y$, which implies that the index $S : C \rightarrow [0, 1]$ defined by $S(Z) = 1 - \alpha_Z$ represents $\succ$.

We will now show that the index $S$ has the requisite form.

**Proposition 4** For each group $g$ there is a fixed constant $w_g \geq 0$ such that for any $\beta \in (0, 1]$,

$$X((1, \ldots, 1, \beta, 1, \ldots 1)) \sim X(\beta^{w_g})$$

where $(1, \ldots, 1, \beta, 1, \ldots 1)$ is a vector with $\beta$ in the $g$th place and ones elsewhere.

**Proof.** For any scalar $\beta$ and any group $g$, let $\beta_g$ denote the vector $(1, \ldots, 1, \beta, 1, \ldots 1)$ with $\beta$ in the $g$th place and ones elsewhere. Let $h_g : (0, 1] \rightarrow \mathbb{R}_+$ be the function defined by

$$X(\beta_g) \sim X(h_g(\beta)).$$
That is, for each \( \beta \in (0,1] \), \( h_g(\beta) \) is the unique scalar \( \delta \) identified in Lemma 7 such that \( X(\beta_g) \sim X(\delta) \). Let \( \beta, \beta' \in (0,1] \). By Lemma 6 (parts 3 and 4), \( X(\beta_g * \beta'_g) \sim X(h_g(\beta') \beta_g) \sim X(h_g(\beta) h_g(\beta')) \). Therefore, \( h_g \) satisfies the functional equation

\[
h_g(\beta \beta') = h_g(\beta) h_g(\beta') \quad \text{for all } \beta, \beta' \in (0,1].
\] (7)

Further, by Lemma 5, if \( \beta < \beta' \), then \( X(h_g(\beta)) \sim X(\beta_g) \gtrless X(h_g(\beta')) \sim X(h_g(\beta')) \), which, by Lemma 4 implies that \( h_g(\beta) \leq h_g(\beta') \). Therefore, \( h_g \) is nondecreasing (and as a result it is continuous at at least one point). The substitution \( \beta = e^{-u}, \beta' = e^{-v}, h_g(e^{-u}) = f(u) \), transforms (7) into

\[
f(u + v) = f(u) f(v) \quad \text{for all } u, v \geq 0.
\]

Therefore, by Theorem 1 in Aczél [1, pp. 38-39], either (a) \( f \) is identically 0, or (b) \( f(0) = 1 \) and, for all \( u > 0 \), \( f(u) = 0 \), or (c) there is \( w_g \) such that \( f(u) = e^{w_g u} \). This means that either \( h_g \) is identically 0, or \( h_g(1) = 1 \), and \( h_g(\beta) = 0 \) for \( \beta \in (0,1) \), or there is \( w_g \) such that \( h_g(\beta) = \beta^{w_g} \).

The function \( h_g \) cannot be identically 0 because then, \( X = X(1, \ldots, 1) \sim X(h_g(1)) \sim X(0) = X \), which contradicts nontriviality. Further, the function \( h_g \) cannot be such that \( h_g(\beta) = 0 \) for \( \beta \in (0,1) \), because by Lemma 5 \( h_g(\beta) \geq \beta \). Therefore, using the fact that \( h_g \) is nondecreasing there is \( w_g \geq 0 \) such that \( h_g(\beta) = \beta^{w_g} \). Q.E.D.

**Proposition 5** There are fixed, non-negative weights \( w_g \geq 0 \) for \( g = 1, \ldots, K \) such that for any \( t \in [0,1]^K \) the unique \( \alpha \in [0,1] \) that satisfies \( X(t) \sim X(\alpha) \) is given by \( \prod_{g=1}^{K} (t_g)^{w_g} \). Further, the weights add up to one.

**Proof.** Case 1: \( t \in (0,1]^K \).

Let \( t = (t_1, \ldots, t_K) \in (0,1]^K \). By Proposition 4,

\[
X((1,1, \ldots, 1, t_g, 1, \ldots, 1)) \sim X(t_g^{w_g}) \quad \text{for all } g = 1, \ldots, K.
\]

Note that \( t = (t_1, 1, \ldots, 1) * (1, t_2, 1, \ldots, 1) * (1, \ldots, 1, t_k) \). Then, repeated applications of Lemma 6 then yields

\[
X(t) = X \left( \prod_{g=1}^{K} t_g^{w_g} \right).
\]
In order to complete the proof of case 1, we need to show that the weights \( w_g \) add up to one. Consider the district \( X = X(\alpha) \) where \( \alpha \in (0, 1) \). By the previous conclusion \( X \sim X\left(\prod_{g=1}^{K} \alpha^{w_g}\right) \). By Lemma 4 \( \left(\prod_{g=1}^{K} \alpha^{w_g}\right) = \alpha \) which implies that the weights \( w_g \) add up to one.

**Case 2:** \( t \in [0, 1]^K \backslash (0, 1)^K \).

By Lemma 7 there is an \( \alpha \in [0, 1] \) such that \( X(t) \sim X(\alpha) \). We need to show that \( \alpha = 0 \). Let \( t(\varepsilon) = (t_1(\varepsilon), \ldots, t_K(\varepsilon)) \) be the school that results from \( t \) after replacing the 0 components by \( \varepsilon > 0 \). Since \( t \in (0, 1]^K \), by Case 1, \( X(t(\varepsilon)) \sim X(\alpha(\varepsilon)) \) where \( \alpha(\varepsilon) = \prod_{g=1}^{K} t_g(\varepsilon)^{w_g} \). By Lemma 5, \( X(t) \succ X(t(\varepsilon)) \) which implies, \( X(\alpha) \succ X(\alpha(\varepsilon)) \). By Lemma 4, \( \alpha(\varepsilon) \geq \alpha \geq 0 \).

Since \( \alpha(\varepsilon) \to 0 \) as \( \varepsilon \to 0 \), we obtain that \( \alpha = 0 \). Q.E.D.

We now show that the statement of the theorem holds for districts with two non-ghetto schools.

**Proposition 6** Let \( t^1, t^2 \in [0, 1]^K \) and let \( X = \langle t^1, t^2, (1 - t^1_1 - t^2_1, 0, \ldots, 0), \ldots, (0, \ldots, 0, 1 - t^1_K - t^2_K) \rangle \) be a district. There is a unique \( \alpha_X \in [0, 1] \) that satisfies \( X \sim X(\alpha_X) \). It is given by \( \alpha_X = \prod_{g=1}^{K} (t^1_g)^{w_g} + \prod_{g=1}^{K} (t^2_g)^{w_g} \), where the weights \( w_g \) are those found in Proposition 5.

**Proof.** Uniqueness of \( \alpha_X \) follow from Lemma 4, so it is enough to show that \( \alpha_X = \prod_{g=1}^{K} (t^1_g)^{w_g} + \prod_{g=1}^{K} (t^2_g)^{w_g} \) satisfies \( X \sim X(\alpha_X) \). Assume first that \( t^i_g \leq 1/2 \) for \( i = 1, 2 \) and \( g = 1, \ldots, K \). First suppose that \( t^i_g = 0 \) for some \( i \) and \( g \). Assume WLOG that \( t^1_1 = 0 \).

Then by Proposition 5 and SI,

\[
\langle t^2, (1 - t^1_1 - t^2_1, 0, \ldots, 0), \ldots, (0, \ldots, 0, 1 - t^1_K - t^2_K) \rangle \sim \langle (1 - t^1_1, 0, \ldots, 0), \ldots, (0, \ldots, 0, 1 - t^1_K) \rangle
\]

so by IND, \( X \sim X(t^1) \). The result then follows from Proposition 5.

Now suppose that \( t^1, t^2 \in (0, 1]^K \). Assume WLOG that \( \prod_{g=1}^{K} (t^1_g)^{w_g} \leq \prod_{g=1}^{K} (t^2_g)^{w_g} \). Define

\[
\tilde{t}^i_g = t^i_g/(1 - t^2_g) \quad \text{for} \quad g = 1, \ldots, K \quad \text{and} \quad i = 1, 2.
\]

Note that \( \prod_{g=1}^{K} (\tilde{t}^1_g)^{w_g} \leq \prod_{g=1}^{K} (\tilde{t}^2_g)^{w_g} \). Define

\[
\tau = \prod_{g=1}^{K} (\tilde{t}^1_g)^{w_g} = \prod_{g=1}^{K} (\tilde{t}^2_g)^{w_g} \leq 1.
\]

We can write

\[
X = \langle t^1, (1 - t^1_1 - t^2_1, 0, \ldots, 0), (0, 1 - t^1_2 - t^2_2, 0, \ldots, 0), \ldots, (0, \ldots, 0, 1 - t^1_K - t^2_K) \rangle \cup \langle t^2 \rangle.
\]
By SI

\[ X \sim Y \uplus \langle \tilde{t}_1, \ldots, \tilde{t}_K \rangle \]  

(8)

where

\[ Y = \langle \langle \tilde{t}_1, \ldots, \tilde{t}_K, (1 - \tilde{t}_1, 0, \ldots, 0), \ldots, (0, \ldots, 0, 1 - \tilde{t}_K) \rangle \rangle = \tilde{t}_1 * X^K \uplus (1 - \tilde{t}_1) * X^K. \]

By Proposition 5,

\[ Y \sim \alpha_Y X \uplus (1 - \alpha_Y) \bar{X}. \]  

(9)

where \( \alpha_Y = \prod_{g=1}^{K} \left( \tilde{t}_g \right)^{w_g} \). Define

\[ Y' = \tau \tilde{t}_2 * X \uplus (1 - \tau \tilde{t}_2) * \bar{X}. \]

(10)

We must verify that all entries in \( Y' \) are nonnegative. This holds if \( \tau \tilde{t}_g^2 \leq 1 \) for all \( g \). Since \( \tilde{t}_g^2 \leq 1/2 \) for all \( g \), it follows that \( \tilde{t}_g^2 \leq 1 \); since \( \tau \leq 1 \) as well, it follows that \( \tau \tilde{t}_g^2 \leq 1 \).

Since \( \prod_{g=1}^{K} (\tau \tilde{t}_g^2)^{w_g} = \prod_{g=1}^{K} (\tilde{t}_g^2)^{w_g} = \alpha_Y \), by Proposition 5,

\[ Y' \sim \alpha_Y X \uplus (1 - \alpha_Y) \bar{X}. \]

(11)

It follows from (9) and (11) that \( Y \sim Y' \). As a result,

\[
\begin{align*}
X & \sim Y \uplus \langle \tilde{t}_1, \ldots, \tilde{t}_K \rangle \quad \text{by (8)} \\
& \sim Y' \uplus \langle \tilde{t}_1, \ldots, \tilde{t}_K \rangle \quad \text{by IND} \\
& \sim \tau \tilde{t}_2 * X \uplus (1 - \tau \tilde{t}_2) * \bar{X} \uplus \langle \tilde{t}_1, \ldots, \tilde{t}_K \rangle \quad \text{by (10)} \\
& \sim (\tau + 1) \tilde{t}^2 * \bar{X} \uplus (1 - (\tau + 1) \tilde{t}^2) * \bar{X} \quad \text{by SDP} \\
& \sim (\tau + 1) t^2 * X \uplus (1 - (\tau + 1) t^2) * \bar{X} \quad \text{by SI and definition of } \tilde{t}^2.
\end{align*}
\]

Therefore, using Proposition 5, \( X \sim \alpha_X X \uplus (1 - \alpha_X) \bar{X} \), where

\[
\alpha_X = (\tau + 1) \prod_{g=1}^{K} (t_g^2)^{w_g} = \prod_{g=1}^{K} (t_g^1)^{w_g} + \prod_{g=1}^{K} (t_g^2)^{w_g}.
\]

\[25\] We must check that \( Y \) has no negative entries. Since \( X \) cannot have negative entries, it must be that \( t_g^1 + t_g^2 \leq 1 \) for all \( g \). Since in addition \( t_g^2 < 1 \) for all \( g \), it follows that \( \frac{t_g^2}{1-t_g^2} \leq 1 \) for all \( g \). Hence, all entries in \( Y \) are nonnegative.
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Consider now the case of general \( t^1, t^2 \in [0, 1]^2 \). Define \( \hat{t}^i = \frac{1}{2} t^i \) for \( i = 1, 2 \). Let
\[
\hat{X} = \langle \hat{t}^1, \hat{t}^2, (1 - \hat{t}^1_1 - \hat{t}^2_1, 0, ..., 0), (0, 1 - \hat{t}^1_2 - \hat{t}^2_2, 0, ..., 0), ..., (0, ..., 0, 1 - \hat{t}^1_K - \hat{t}^2_K) \rangle.
\]
Each entry in each vector is at most one half. By the preceding argument, there is a unique \( \hat{\alpha} \in [0, 1] \) such that
\[
\hat{X} \sim \hat{\alpha} X \cup (1 - \hat{\alpha}) X.
\]
and this unique \( \hat{\alpha} \) is \( \prod_{g=1}^K (\hat{t}^1_g)^{w_g} + \prod_{g=1}^K (\hat{t}^2_g)^{w_g} \). Further note that by SDP, \( \hat{X} \sim \frac{1}{2} X \cup \frac{1}{2} X \).

\[
\frac{1}{2} X \cup \frac{1}{2} X \sim \hat{\alpha} X \cup (1 - \hat{\alpha}) X \\
\sim \frac{1}{2} (2\hat{\alpha} X) \cup (1 - \frac{1}{2} (2\hat{\alpha} X)) X \\
\sim \frac{1}{2} (2\hat{\alpha} X) X \cup \frac{1}{2} (1 - (2\hat{\alpha} X)) X \cup \frac{1}{2} X
\]
where the last line follows from SDP. Finally, by IND and SI
\[
X \sim (2\hat{\alpha} X) \cup (1 - (2\hat{\alpha} X)) X
\]
which means that the unique \( \alpha \) that we are looking for is \( \alpha = 2\hat{\alpha} X = \prod_{g=1}^K (t^1_g)^{w_g} + \prod_{g=1}^K (t^2_g)^{w_g} \).

Q.E.D.

**Proposition 7** For every district \( X \in \mathcal{C} \) there is a unique \( \alpha \in [0, 1] \) such that \( X \sim \alpha X \cup (1 - \alpha) X \). Further, this unique \( \alpha \) is \( \sum_{n \in N(X)} \prod_{g=1}^K (t^n_g)^{w_g} \), where the weights \( w_g \) are those found in Proposition 5.

**Proof.** By SI it is enough to prove the statement for districts where all groups have a population measure of one. Also, by SDP we can restrict attention to districts where for each group there is at most one ghetto. The proof is by induction on the number of non-ghetto schools. Propositions 5 and 6 already show the that the statement is true for districts with at most two non-ghetto schools. Assume that the statement of the theorem holds for all districts with \( m - 1 \) non-ghetto schools, let
\[
X = \langle t^1, \ldots, t^m, (1 - \sum_{n=1}^m t^n_1, 0, ..., 0), (0, 1 - \sum_{n=1}^m t^n_2, 0, ..., 0), ..., (0, ..., 0, 1 - \sum_{n=1}^m t^n_K) \rangle
\]
be a district with $m$ non-ghetto schools. Then one can write

$$X = Y \uplus \langle t^m \rangle$$

where $Y$ denotes $X$ with school $t^m$ removed. $Y$ has $m - 1$ non-ghetto schools. By SI

$$Y \uplus \langle t^m \rangle \sim (\frac{1}{1-t_1^{m}}, \ldots, \frac{1}{1-t_K^{m}}) * Y \uplus \left( \frac{t_1^{m}}{1-t_1^{m}}, \ldots, \frac{t_K^{m}}{1-t_K^{m}} \right).$$

By the induction hypothesis,

$$\alpha_Y = \sum_{n=1}^{m-1} \prod_{g=1}^{K} \left( \frac{t_g^{n}}{1-t_g^{m}} \right)^{w_g}.$$

Using (in order) IND, SI, and Proposition 6,

$$\left[ \left( \frac{1}{1-t_1^{m}}, \ldots, \frac{1}{1-t_K^{m}} \right) * Y \right] \uplus \left( \frac{t_1^{m}}{1-t_1^{m}}, \ldots, \frac{t_K^{m}}{1-t_K^{m}} \right) \sim \alpha_Y X \uplus (1 - \alpha_Y) X$$

where

$$\alpha_Y = \prod_{g=1}^{K} \left( 1 - t_g^{m} \right)^{w_g} \alpha_Y + \prod_{g=1}^{K} (t_g^{m})^{w_g}$$

$$= \prod_{g=1}^{K} \left( 1 - t_g^{m} \right)^{w_g} \sum_{n=1}^{m-1} \prod_{g=1}^{K} \left( \frac{t_g^{n}}{1-t_g^{m}} \right)^{w_g} + \prod_{g=1}^{K} (t_g^{m})^{w_g}$$

$$= \sum_{n=1}^{m-1} \prod_{g=1}^{K} (t_g^{n})^{w_g}.$$

This completes the proof of Theorem 1.

\section*{A.3 Proof of Theorem 2}

Proposition 1 implies that the symmetric Atkinson index $A$ satisfies all the axioms of the theorem. We now show that it is the only index to do so. We now show that any ordering
that satisfies GS, SI, SDP, IND, and N on C must be the symmetric Atkinson ordering. Let \( \preceq \) be such an ordering.

**Proposition 8** Let \( \mathbf{t} = (t_1, \ldots, t_K) \in [0, 1]^K \) and let \( X = X(\mathbf{t}) \). Then, there exists a unique \( \alpha_X \in [0, 1] \) such that \( X \sim X(\alpha_X) \). Further, this unique \( \alpha_X \) is \( \left( \prod_{g=1}^{K} t_g \right)^{1/K} \).

**Proof.** Uniqueness follows from Lemma 7. For existence, there are two cases.

Case 1: Suppose \( t_g = 0 \) for some \( g \). In this case we have to show that \( \alpha_X = 0 \) or, equivalently, that \( X \sim \overline{X} \). By GS, we can assume w.l.o.g. that \( t_1 = 0 \). Therefore \( \mathbf{t} = (0, t_2, t_3, \ldots, t_K) \).

Let \( \sigma_{12} \) be the permutation that relabels groups 1 and 2 into 2 and 1, respectively. Therefore, \( \sigma_{12} \mathbf{t} = (t_2, 0, t_3, \ldots, t_K) \). Let \( \mathbf{1} \) denote a vector of \( K \) ones. By GS,

\[
\mathbf{t} \ast \overline{X} \cup (1 - \mathbf{t}) \ast \overline{X} \sim \sigma_{12} \mathbf{t} \ast \overline{X} \cup (1 - \sigma_{12} \mathbf{t}) \ast \overline{X}.
\]

For any \( \beta \in (0, 1) \), let \( \mathbf{\gamma} = (\beta, 1, \ldots, 1) \). By SI and IND,

\[
\mathbf{\gamma} \ast (\mathbf{t} \ast \overline{X} \cup (1 - \mathbf{t}) \ast \overline{X}) \cup (1 - \mathbf{\gamma}) \ast \overline{X} \sim \mathbf{\gamma} \ast (\sigma_{12} \mathbf{t} \ast \overline{X} \cup (1 - \sigma_{12} \mathbf{t}) \ast \overline{X}) \cup (1 - \mathbf{\gamma}) \ast \overline{X}.
\]

Hence, by SDP and GS,

\[
(\mathbf{\gamma} \ast \mathbf{t}) \ast \overline{X} \cup (1 - \mathbf{\gamma} \ast \mathbf{t}) \ast \overline{X} \sim (\mathbf{\gamma} \ast \sigma_{12} \mathbf{t}) \ast \overline{X} \cup (1 - \mathbf{\gamma} \ast \sigma_{12} \mathbf{t}) \ast \overline{X}
\]

\[
\sim [\sigma_{12} (\mathbf{\gamma} \ast \sigma_{12} \mathbf{t})] \ast \overline{X} \cup (1 - [\sigma_{12} (\mathbf{\gamma} \ast \sigma_{12} \mathbf{t})]) \ast \overline{X}.
\]

(13)

But note that since \( (\mathbf{\gamma} \ast \mathbf{t}) = \mathbf{t} \), and \( \sigma_{12} (\mathbf{\gamma} \ast \sigma_{12} \mathbf{t}) = (0, \beta t_2, t_3, \ldots, t_K) \), we can write (13) as

\[
\mathbf{t} \ast \overline{X} \cup (1 - \mathbf{t}) \ast \overline{X} \sim (0, \beta t_2, t_3, \ldots, t_K) \ast \overline{X} \cup (1 - (0, \beta t_2, t_3, \ldots, t_K)) \ast \overline{X}.
\]

We can repeat this procedure for \( t_3, \ldots, t_K \) to obtain

\[
\mathbf{t} \ast \overline{X} \cup (1 - \mathbf{t}) \ast \overline{X} \sim (0, \beta t_2, \beta t_3, \ldots, \beta t_K) \ast \overline{X} \cup (1 - (0, \beta t_2, \beta t_3, \ldots, \beta t_K)) \ast \overline{X}
\]

namely,

\[
X \sim \beta \mathbf{t} \ast \overline{X} \cup (1 - \beta \mathbf{t}) \ast \overline{X} \quad \text{for all } \beta \in (0, 1).
\]

(14)
Now choose some constants \( \beta, \beta' \in (0, 1), \beta > \beta' \). It follows from (14) that

\[
\beta t \ast X \cup (1 - \beta t) \ast \overline{X} \sim \beta' t \ast X \cup (1 - \beta' t) \ast \overline{X}.
\]

Since \( \beta t = \beta' t + (\beta - \beta') t \), and \( 1 - \beta' t = (\beta - \beta') t + (1 - \beta t) \), by SDP

\[
\beta' t \ast X \cup (\beta - \beta') t \ast X \cup (1 - \beta t) \ast \overline{X} \sim \beta' t \ast X \cup (\beta - \beta') t \ast X \cup (1 - \beta t) \ast \overline{X}
\]

Note that \( (1 - \beta t) = (\beta - \beta')(1 - t) + [(1 - \beta)1+\beta'(1 - t)] \), so we can subdivide \((1 - \beta t)\ast \overline{X}\) in the above expression using SDP again and get

\[
\beta' t \ast X \cup (\beta - \beta') t \ast X \cup (1 - \beta t) \ast \overline{X} \sim \beta' t \ast X \cup (\beta - \beta') t \ast X \cup (1 - \beta t) \ast \overline{X}
\]

By IND,

\[
(\beta - \beta') t \ast X \cup (\beta - \beta')(1 - t) \ast \overline{X} \sim (\beta - \beta') t \ast X \cup (\beta - \beta')(1 - t) \ast \overline{X}
\]

Finally by SI, \( t \ast X \cup (1 - t) \ast \overline{X} \sim t \ast X \cup (1 - t) \ast \overline{X} = \overline{X} \), as claimed. Q.E.D.

Case 2. Suppose \( t_g \in (0, 1) \) for all \( g \). Let \( \alpha = \left( \prod_{g=1}^{K} t_g \right)^{1/K} \), and let

\[
Y = \alpha X \cup (1 - \alpha)\overline{X} = \langle (\alpha, \ldots, \alpha), (1 - \alpha, 0, \ldots, 0), (0, 1 - \alpha, 0, \ldots, 0), \ldots, (0, \ldots, 0, 1 - \alpha) \rangle.
\]

We shall show that \( X \sim Y \) and therefore that \( \alpha \) is the \( \alpha_X \) we are looking for.

Let \( \gamma_1 \in (0, 1) \). For \( g = 2, \ldots, K \), define \( \gamma_g = \gamma_{g-1} \frac{t_{g-1}}{\alpha} \). Note that by definition of \( \alpha \),

\[
\gamma_K = \gamma_1 \prod_{g=1}^{K-1} \left( \frac{t_g}{\alpha} \right) = \gamma_1 \left( \prod_{g=1}^{K-1} t_g / \alpha^{K-1} \right) = \gamma_1 \left( \frac{1/t_K}{\prod_{g=1}^{K-1} \alpha} \right) = \gamma_1 \frac{\alpha}{1/t_K} = \gamma_1 \frac{t_K}{\alpha}.
\]

Now choose \( \gamma_1 \) small enough that each \( \gamma_g \leq 1 \); this holds if

\[
\max_{g \in \{2, \ldots, K\}} \gamma_g = \max_{g \in \{2, \ldots, K\}} \gamma_1 \prod_{j=2}^{g} \left( \frac{t_{j-1}}{\alpha} \right) \leq 1.
\]
Denote by \( \gamma = (\gamma_1, \ldots, \gamma_K) \) the \( K \)-tuple just built. Note that \( \alpha \gamma \) is a permutation of \( \gamma \circ \mathbf{t} \).

Now by definition of \( X \) and \( Y \), by SI and IND, and by SDP

\[
X \sim Y \Leftrightarrow \mathbf{t} \ast X \uplus (1 - \mathbf{t})X \sim \alpha X \uplus (1 - \alpha)X
\]

\[
\Leftrightarrow \gamma \ast (\mathbf{t} \ast X \uplus (1 - \mathbf{t})X) \uplus (1 - \gamma)X \sim \gamma \ast (\alpha X \uplus (1 - \alpha)X) \uplus (1 - \gamma)X
\]

\[
\Leftrightarrow (\gamma \ast \mathbf{t}) \ast X \uplus (1 - \gamma \ast \mathbf{t})X \sim (\alpha \gamma) \ast X \uplus (1 - \alpha \gamma)X.
\]

But the last two districts are equally segregated because \( \alpha \gamma \) is a permutation of \( \gamma \circ \mathbf{t} \) and \( \geq \) satisfies GS. Q.E.D.

**Proposition 9** Let \( \mathbf{t}^1, \mathbf{t}^2 \in [0, 1]^K \) and let \( X = (\mathbf{t}^1, \mathbf{t}^2, (1 - t^1_1 - t^2_1, 0, \ldots, 0), (0, 1 - t^1_2 - t^2_2, 0, \ldots, 0), \ldots, (0, \ldots, 0, 1 - t^1_K - t^2_K)) \) be a district. Then there is \( \alpha_X \in [0, 1] \) such that \( X \sim X(\alpha_X) \). Further, \( \alpha_X \) is

\[
\left( \prod_{g=1}^{K} t^1_g \right)^{1/K} + \left( \prod_{g=1}^{K} t^2_g \right)^{1/K}.
\]

**Proof.** The proof is almost identical to the proof of Proposition 6. The only difference is that here the weights are \( w_g = 1/K \), and instead of relying on Proposition 5 one needs to rely on the analogous Proposition 8. Q.E.D.

**Proposition 10** For every district \( X \) there is a unique \( \alpha_X \in [0, 1] \) such that \( X \sim \alpha_X X \uplus (1 - \alpha_X)X \). Further, this unique \( \alpha_X \) is

\[
\sum_{n \in \mathcal{N}(X)} \left( \prod_{g=1}^{K} t^n_g \right)^{1/K}.
\]

**Proof.** The proof is almost identical to the proof of Proposition 9. The only difference is that here the weights are \( w_g = 1/K \), and instead of relying on Proposition 5 and 6 one needs to rely on the analogous Propositions 8 and 9. This ends the proof of the theorem. Q.E.D.

---

\(^{26}\)This is less than or equal to 1 since the geometric average of a set of numbers can be no greater than their arithmetic average:

\[
\left( \prod_{g=1}^{K} t^1_g \right)^{1/K} + \left( \prod_{g=1}^{K} t^2_g \right)^{1/K} \leq \frac{1}{K} \sum_{g=1}^{K} t^1_g + \frac{1}{K} \sum_{g=1}^{K} t^2_g = \frac{1}{K} \sum_{g=1}^{K} (t^1_g + t^2_g) \leq \frac{1}{K} \sum_{g=1}^{K} 1 = 1.
\]

\(^{27}\)By the reasoning given in footnote 26, \( \alpha_X \) must lie between zero and one.
A.4 Proof of Proposition 2

**GS:** The fact that Group Symmetry is independent of the other axioms follows directly from Theorems 1 and 2: for any vector of weights \( w \neq (1/K, \ldots, 1/K) \), the Atkinson index \( A_w \) represents a segregation order that satisfies SI, WSDP, IND, N, and C, but fails GS.

**WSDP:** To see that WSDP is independent of the other axioms note that since the symmetric Atkinson ordering satisfies GS, SI, IND, C and N, so does the order represented by the index \( 1 - A \) (defined by \( (1 - A)(X) = 1 - A(X) \)). It is clear that this order does not satisfy WSDP.

**N:** The trivial segregation order, which ranks all districts as equally segregated, violates N while satisfying all the other axioms.

**IND:** Consider the Unweighted Dissimilarity index \( D^U \). It is clear it satisfies N and GS. It satisfies C since it is represented by a continuous function. SI follows from the fact that for any positive scalar \( \alpha, t_n^\alpha = \frac{T_n^\alpha}{T_g} = \frac{\alpha T_n^\alpha}{\alpha T_g} \). WSDP holds since \( D^U(X) \geq 0 \) for all districts \( X \), and \( D^U(X) = 0 \) if all the schools of \( X \) are representative. As for IND, consider the following districts: \( X = \langle (2, 4), (2, 0) \rangle \) and \( Y = \langle (4, 2), (0, 2) \rangle \). One computes \( D^U(X) = D^U(Y) = 1/2 \). Consider now the result of annexing to them the one-school district \( Z = \langle (4, 0) \rangle \). One can verify that \( D^U(X \cup Z) = 3/4 \) while \( D^U(Y \cup Z) = 1/2 \). Hence, \( D^U \) violates IND.

**SI:** The Mutual Information index \( M \) clearly violates SI. Since the entropy function is symmetric, \( M \) satisfies GS. Since \( M \) is continuous, it also satisfies C. That it satisfies WSDP follows from the fact that \( M(X) \geq 0 \) for all districts \( X \), and that \( M(X) = 0 \) if all the schools of \( X \) are representative. For a proof that the mutual information ordering satisfies IND, see Frankel and Volij [14].

**C:** Let \( w = (w_g)_{g=1}^K \) and \( w' = (w'_g)_{g=1}^K \) be two different vectors of weights that each sum to one. It is easy to verify that \( \succeq_{w,w'} \) satisfies SI, IND, WSDP, and N since \( A_w \) and \( A_{w'} \) do. It clearly violates GS since at least one weight vector must be asymmetric. In addition, it violates C. To see why, let \( X \) and \( Y \) be two districts with different group distributions such that \( A_w(X) = A_w(Y) < 1 \) and \( A_{w'}(X) < A_{w'}(Y) \). Let \( c \in (0, 1) \) and consider the district \( cX \cup (1-c)Y \). Let \( \gamma_g = \frac{c T_g(X)}{c T_g(X) + (1-c) T_g(Y)} \) and \( \eta_g = 1 - \gamma_g \). Note that a proportion \( t_n^\alpha(X) \gamma_g \) of group-\( g \) students of the district \( cX \cup (1-c)Y \) attend school \( n \in N(X) \). Likewise, a
proportion \( t^n_g(Y) \eta_g \) of group-g students of the district \( cX \cup (1-c)Y \) attend school \( n \in N(Y) \). Therefore, we can write

\[
1 - A_w(cX \cup (1-c)Y) = \sum_{n \in N(X)} \prod_{g \in G} \left( t^n_g(X) \gamma_g \right)^{w_g} + \sum_{n \in N(Y)} \prod_{g \in G} \left( t^n_g(Y) \eta_g \right)^{w_g}
\]

\[
= \sum_{n \in N(X)} \prod_{g \in G} \left( t^n_g(X) \right)^{w_g} (\gamma_g)^{w_g} + \sum_{n \in N(Y)} \prod_{g \in G} \left( t^n_g(X) \right)^{w_g} (\eta_g)^{w_g}
\]

\[
= \left( \prod_{g \in G} (\gamma_g)^{w_g} \right) \sum_{n \in N(X)} \prod_{g \in G} \left( t^n_g(X) \right)^{w_g} + \left( \prod_{g \in G} (\eta_g)^{w_g} \right) \sum_{n \in N(Y)} \prod_{g \in G} \left( t^n_g(Y) \right)^{w_g}
\]

\[
= (1 - A_w(X)) \prod_{g \in G} (\gamma_g)^{w_g} + (1 - A_w(Y)) \prod_{g \in G} (\eta_g)^{w_g}.
\]

Since the group distributions of \( X \) and \( Y \) are not the same, there are groups \( g, g' \in G \) with \( \gamma_g \neq \gamma_{g'} \). (Otherwise, for all groups \( g \), \( \gamma_g \) equals a constant \( \lambda \), which implies \( \frac{T_g(X)}{T_g(Y)} = \frac{\lambda(1-c)}{c(1-\lambda)} \). Hence, \( X \) and \( Y \) must have the same group distribution, a contradiction.) Therefore, the geometric average \( \prod_{g \in G} (\gamma_g)^{w_g} \) is strictly lower than the corresponding arithmetic average, and the same is true for \( \prod_{g \in G} (1 - \gamma_g)^{w_g} \). As a result,

\[
1 - A_w(cX \cup (1-c)Y) < (1 - A_w(X)) \sum_{g \in G} w_g \gamma_g + (1 - A_w(Y)) \sum_{g \in G} w_g \eta_g.
\]

(By assumption, \( A_w(X) \) and \( A_w(Y) \) are strictly less than one.) Since \( A_w(X) = A_w(Y) \), and since \( c \) was arbitrary chosen from \((0, 1)\), we obtain that \( A_w(cX \cup (1-c)Y) > A_w(Y) \) for all \( c \in (0, 1) \). Consequently the set

\[
\{ c \in [0, 1] : cX \cup (1-c)Y \succ_w w', Y \}
\]

equals \([0, 1]\), which is not closed. Q.E.D.

### A.5 Proof of Proposition 3

Let \( X, Y \in C \) be two districts with the same group distributions, and the same total populations. Let \( Z \in C \) be another district. We wish to show that \( S(X) \geq S(Y) \) if and only if
$S(X \uplus Z) \geq S(Y \uplus Z)$. Note that

$$S(X \uplus Z) = S(x \uplus z) + \alpha(x, z)S(X) + \beta(x, z)S(Z) \text{ by (5)}$$

$$= S(y \uplus z) + \alpha(y, z)S(X) + \beta(y, z)S(Z) \text{ since } x = y$$

while $S(Y \uplus Z) = S(y \uplus z) + \alpha(y, z)S(Y) + \beta(y, z)S(Z) \text{ by (5)}$. Since $\alpha(x, y) > 0$ by assumption, $S(X \uplus Z) - S(Y \uplus Z)$ is proportional to $S(X) - S(Y)$. 
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Table 2: Lorenz Curves for Pairs of Ethnic Groups, 1987-8 (thin curve) and 2005-6 (thick curve). Universe is set of U.S. public schools that report positive numbers of students in Common Core of Data for all years from 1987-8 to 2005-6. Schools are sorted in decreasing order of the ratio of the number students in the first group to the number of students in the second group. As each school is considered in turn, the cumulative proportions of students in each group are plotted. The first group appears on the horizontal axis; the second group, on the vertical axis.