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a  b  s  t  r  a  c  t

In  everyday  life,  we  frequently  alternate  between  performing  discrete  and  rhythmic  movements.  When
performing  a periodic  movement,  two distinct  movement  types  can  be  distinguished:  highly harmonic
vs.  discrete-like.  The  harmonicity  of the  movement  is used  to classify  it as  one or  the other.  We  asked:
(1)  whether  the  frequency  at which  a periodic  movement  is performed  affects  the  harmonicity  of the
resultant  movement;  and  (2) what  underlies  switching  between  these  movement  types.  To  answer  these
eywords:
everse hysteresis
nhanced contrast
ultistability

ransition
otor control

questions,  we  studied  horizontal  flexion/extension  forearm  movements  in 13  young  adults  over  a  wide
range of  frequencies.  Movements  were  performed  either  at a fixed frequency,  or  at  gradually  increasing
or  decreasing  target  frequencies.  We  found  movement  harmonicity  to depend  on the  frequency  of the
movement.  Furthermore,  we found  a reverse  hysteresis  behavior,  where  participants  switched  movement
type in  anticipation  of  the  future-required  frequency.  These  findings  suggest  that  predictive  control  is
employed  in  switching  between  movement  types.
redictive control

. Introduction

Olympic runners in hurdles races need to switch between per-
orming a rhythmic movement (running) and a discrete movement
jumping the hurdles). Over the past half-century, researchers
ave studied the similarities and the differences between rhyth-
ic  and discrete movements. This comparative analysis has been

erformed on kinematic data [11,12,39],  on theoretical models
f movement [36], as well as on brain-activation patterns [37,40
s. 44]. Recent evidence demonstrates that within periodic move-
ent alone, there exist movements with pronounced harmonic

eatures, and ones with elements that resemble discrete move-
ents (e.g., [5–7,10,26],  see Fig. 1). It has been suggested that the

mployment of one vs. the other movement type depends on the
ask’s index of difficulty [5–7] or on the specific combination of
mplitude and frequency of the movement [26]. High-frequency,
mall-amplitude movements are highly harmonic, whereas low-
requency, large-amplitude movements resemble a concatenated
tring of discrete submovements [26]. That is, the a priori require-

ents of the task determine the type of movement that will be

sed.
Categorical, rather than gradual, changes characterize the move-

ents of both upper and lower limbs, and across species. A switch

∗ Corresponding author currently at: The Hebrew University, The Edmond and Lily
afra Center for Brain Sciences, Faculty of Medicine, Building 3, 5th Floor, Room 44.
.O. Box 12272, Jerusalem 91120, Israel. Tel.: +972 26757259; fax: +972 26758602.
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between movement types which is dependent on movement rate
has been described in quadrupeds (e.g., [18]), human lower limbs
[20] and human upper limbs [23]. More specifically, a switch, rather
than a gradual change, between harmonic and inharmonic move-
ments was discussed in [6,7,17].

How exactly task requirements determine the type of move-
ment and what is the switching mechanism are the open questions
which motivate the current study.

Our goals in the current experiment were: (1) to study
the effect of the forearm’s movement frequency (when ampli-
tude is kept constant) on the choice of movement type, and
(2) to find the “switch frequency” (Fs), at which the switch
between movement types occurs. We  kept the target amplitude
of the movement constant, while changing the required move-
ment frequency, in order to study how this variation affects
the choice of movement type. We  employed two  experimental
paradigms: in the first, static paradigm, we asked participants
to perform movements at six constant frequency ranges; in
the second, dynamic paradigm, participants were asked to per-
form movements whose target-frequency requirement changed
continuously throughout the trial, either increasing or decreas-
ing.

There exist three main alternatives with regard to the value of
the switching frequency Fs: (1) it may  take on a single frequency
value, and this frequency would be the same in the static and
dynamic trials; (2) it may  take more than a single value, where

these values (different for the increasing and for the decreasing tri-
als), form the shape of a classical hysteresis curve; or (3) it may  take
more than a single value, where these values form the shape of a
reverse hysteresis curve.

dx.doi.org/10.1016/j.brainresbull.2010.11.010
http://www.sciencedirect.com/science/journal/03619230
http://www.elsevier.com/locate/brainresbull
mailto:shelly@huji.ac.il
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ig. 1. Examples of a highly harmonic (A) and a discrete-like (B) movement. These v
nd  block A, respectively (see Section 2).

. Methods

.1. Participants

13 adult right-handed participants were tested using their right arm (Age:
5.4 ± 3.8 years; 6 females, 7 males). All participants gave their informed consent to
articipate, as stipulated by the local Helsinki Committee.

.2. Equipment

A forearm support, consisting of a wrist brace strapped to an arm rest, was
inged to a stationary support, mounted on a table in front of the seated par-
icipant. The forearm support was connected to the shaft of a rotary incremental
ncoder with a position resolution of 0.002 degrees per count. Data were recorded
t  200 Hz. Both the position and the velocity of the forearm were displayed in real
ime on a computer screen situated in front of the participants. A large, opaque plas-
ic  cover was placed parallel to the table, and above the apparatus, such that during
he experiment, the participant’s forearm was occluded from view (see Fig. 2).

.3. Protocol

Participants were asked to perform 1-dimensional horizontal flexion/extension
ovements with their forearm, at frequencies dictated by a closed shape on a phase-

lane display, showing angular velocity vs. angular position; no explicit timing cues
ere given [10,26]. The phase plane has been widely used to study dynamical sys-

ems, especially those that typically underlie the production of rhythmic behavior
e.g. limit-cycle oscillators [23]). The target forearm behavior was  indicated by a
egion of the phase plane; this region was a doughnut shape formed from two

llipses displayed on the screen (see Fig. 2). Each ellipse corresponds to a sinusoidal
otion about the elbow, with the nonzero width of the doughnut shape allowing

or a range of amplitudes and frequencies. The protocol consisted of two  parts: static
nd  dynamic.

ig. 2. Experimental setup. The participant’s forearm is occluded from view, and a
race of its movement in the phase plane is displayed on the screen, where the target
mplitude and frequency is dictated by a doughnut shape.
y traces are from one of this study’s participants performing movements in block F

2.3.1. Static blocks
In part I, participants performed six blocks of five trials each, with each trial

lasting 15 s. The six blocks were differentiated by the required frequency range (see
Table 1), and therefore by the vertical extent of the target ellipses on the visual
display; the higher the required frequency, the taller were the displayed ellipses.
Table 1 lists the frequency values for movement along the center of the annulus, as
well as the allowed ranges, in each of the six experimental blocks. Participants were
instructed to perform flexion/extension movements of their forearm, such that the
displayed trace of their movement remains within the area on the screen delimited
by  the two  ellipses, defining a target annulus. All ellipses defined a target amplitude
of  20 ± 3◦ . The order of presentation of the blocks was altered and balanced across
participants. Before each block of five trials, participants were allowed to practice
the movement until they felt comfortable with the task.

2.3.2. Dynamic blocks
In part II of the experiment, participants were again asked to perform flex-

ion/extension movements with their forearm, while aiming to stay within the target
closed region on the phase plane. However, in this part of the experiment, the tar-
get movement frequency was gradually increasing or decreasing during each 63.5-s
trial,  between the lowest and the highest frequency ranges required in the static
part  of the experiment. Two consecutive variable-frequency trials required a grad-
ual  increase (INC) in frequency, and two  a gradual decrease (DEC), with the order of
presentation of INC and DEC trials counter-balanced across participants.

2.4. Data analysis

Position was  recorded as the angular displacement about the elbow joint and
filtered using a first order Butterworth filter with a cutoff frequency of 20 Hz. Trend
was removed from the position data, so as to reduce the effects of drift. This was
achieved by removing the best straight-line fit from the angular position data. Data
were analyzed using MATLAB® (7.8, The MathWorks, Natick, MA).

2.4.1. Harmonicity
For every movement half-cycle, between two  zero-crossings in the position

record, the unitless harmonicity index was  calculated as follows: when a single
peak in acceleration occurred in the half cycle, the harmonicity value was set to
one; when an inflection occurred in the half-cycle acceleration trace, movement
harmonicity was computed as the ratio of the minimum to the maximum absolute
value of the acceleration within the given half cycle; finally, if the acceleration trace
within the half cycle changed its sign, the harmonicity value was set to zero [7,16].

In  the static trials, harmonicity values were then averaged across the entirety
of  each 15-s trial. In the dynamic trials, harmonicity values were used to determine
the point at which a switch occurred between movement types, as explained below.

The harmonicity index has previously been demonstrated to be a robust indica-
tor  of movement type (see, for example, [26]).

2.4.2. Identification of Fs
In each of the variable trials, harmonicity of each half cycle was calculated as
explained above. In the INC trials, the harmonicity values were scanned until the
first instance of a harmonicity value above 0.51 was encountered. If the following 4
instances of H > 0.5 occurred within 4 movement cycles of each other, that point was
considered as the switch point. Otherwise, the next instance of H > 0.5 was similarly

1 The cutoff value H = 0.5 was chosen to comply with convention (see [5–7,17]).
However, analysis of the data with cutoff H values as low as 0.1 and as high as 0.9
demonstrates that the reverse-hysteresis result reported below is robust, and not
dependent on this specific choice of cutoff value.
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Table 1
Target frequency values for each of the six experimental blocks.

Frequency (in Hz) Block
A B C D E F

Center 0.17 0.56 1.02 1.6 2.3 3.1
Range 0.042–0.34 0.39–0.79 0.72–1.4 1.2–2.2 1.8–3.1 2.4–3.9
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Hooke’s plots from the INC and the DEC blocks are shown in
Fig. 5. Movements at low frequencies in either the INC or the
DEC trials create an “N-shaped” Hooke’s plot, whereas those at

0.17 0.56 1.0 1.6 2.3 3.1
0
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0.8

1

Harmonicity
ig. 3. Hooke’s plots of movements performed in the static blocks by a single parti
enote  the block from which the traces are taken (see Table 1).

xamined, and so on. The same method was applied for the DEC trials, but with
 < 0.5. Multiple movement cycles were examined in order to ensure that a switch
oint was indeed encountered, rather than a momentary change in the nature of
he  movement.

.4.3. Statistical analysis
A  non-parametric paired test, the sign test, was  used to test the significance

f differences between data sets. This nonparametric test was  chosen to eliminate
he need for assumptions regarding population distributions required in parametric
ests. The Holm–Bonferroni correction was applied where necessary, to account for

ultiple comparisons and avoid type-I error.

. Results

.1. Static blocks: low-frequency movements are discrete-like,
igh-frequency movements are harmonic

Hooke’s plots for the 6 static blocks are shown in Fig. 3.
ovements in blocks A and B show the “N-shaped” Hooke plot

haracteristic of movements with a discrete nature, whereas move-
ents in blocks C–F trace a straight line through the Hooke plot, as

s seen in highly harmonic movements [29].
Harmonicity values for the 6 static blocks are shown in Fig. 4.

locks A–C were each significantly different from the other five
locks (p < 0.0005). Harmonicity values in blocks A and B are below
.5, and in blocks C–F above 0.5, indicating fragmentation of the
ovement around movement reversals in the former two blocks,
ot present in the latter four blocks. This indicates a change in
ovement type, which is dependent on frequency, as we expected

o see, and places Fs between 0.6 Hz and 1 Hz, corresponding to the
entral frequencies in blocks B and C.
 (one trial from each block). The letters on the top right-hand corner of each panel

3.2. Dynamic blocks: reverse hysteresis in Fs
Frequency (Hz)

Fig. 4. Harmonicity values (mean ± SE) for the six static blocks. The x-axis denotes
the central frequency in each of the blocks. An asterisk denotes a block is significantly
different from all other blocks.
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ig. 6. FsINC and FsDEC for all 13 participants. As can readily be seen from the figure,
he switch in the increasing-frequency trials occurred at a lower frequency than in
he decreasing-frequency trials for all 13 participants.

igh frequencies form a straight line through the Hooke’s plot,
orresponding to highly harmonic movements.

A significant difference was found between the Fs in the INC
FsINC) trials and that in the DEC trials (FsDEC), with the switch in
he INC trials occurring at a lower frequency (0.82 ± 0.16 Hz) than
he switch in the DEC trials (1.1 ± 0.16 Hz; p < 0.00025), indicating

 “reverse hysteresis” behavior.2 Importantly, for all participants,
sINC was lower than FsDEC (see Fig. 6).

. Discussion

We found a reverse-hysteresis behavior in the frequency Fs at
hich participants switched from performing a discrete-like move-
ent to performing a harmonic movement. That is, during the

ynamic trials, where target frequency was continuously increas-
ng or decreasing, Fs depended on whether the frequency of the

ovement was increasing or decreasing. Moreover, in both INC and

EC trials, the switch occurred early on, creating an overlap zone,
here movements were performed in either a highly smooth or in

 fragmented manner. Future studies should examine whether the

2 This significant reverse hysteresis result was  also validated using an alternative
ethod for switch-point detection, whereby a sigmoid function was fit to harmonic-

ty as a function of frequency, and used to determine the point of transition.
ant (one trial from each block INC/DEC). Traces from the beginning of the trial are

switch point in the static trials more closely matches the INC or DEC
switch point.

There exist two main alternatives with regard to the location of
Fs: either it is the result of the physical plant, or it is the result
of a variation in the control scheme. The overlap region in the
frequency spectrum which we  identified, where movements can
be performed as either discrete-like or highly harmonic, suggests
that even if physical properties of the muscles play a part in the
switching, they are not the sole reason for the switch.

Multistability, where two motor schemes coexist at the same
movement speed, can occur as classical hysteresis, where there
is a lag in return to a previous state, depending on the direc-
tion of change of speed, or as reverse hysteresis, manifested as an
enhanced return to a previous state, depending on the direction of
change of speed [13].

The hysteresis phenomenon is commonly found in nature. It can
be described as a limited tendency to stay at a given state, despite a
changing environment. It has the benefit of avoiding rapid oscilla-
tions between states around the switch point between these states,
which may  have an associated cost [2].

Reverse hysteresis is less common, and we asked what may
underlie this observed behavior. A plausible explanation is that
predictive control may  guide the early switching between move-
ment types, in anticipation of the future. Predictive control is a form
of control which incorporates a prediction of the future behavior
of the system. It is most useful for systems whose future behav-
ior may  vary from what is currently perceived [43]. The ability to
identify a change in the environment and adapt to it in feed-forward
manner, rather than rely on the inherently delayed feedback-based
response, is important. It can serve as a means to avoid injury (as
in the case of retracting an arm from a heat source prior to sens-
ing pain), or even life-threatening situations [14,33].  Feed-forward
adaptation has been demonstrated to exist in various motor con-
texts, including adaptation to force perturbations [41], bimanual
adaptation [24], and locomotion [28]. In feed-forward adaptation,
the nervous system learns about the environment, and predicts the
required motor command using motor memory, which is some-
times referred to as an internal model. A mechanism for switching
among internal models is needed for flexible adaptation under
frequent environmental changes [21]. In the context of episodic
memory, amnesiacs, who have trouble with memory of past events,
tend to have trouble with prediction of future events as well [14]. In
fact, it has been proposed that the main function of forming mem-

ories is to allow us to anticipate what may  happen in the future
[38].

It has been demonstrated that anticipatory changes take place
in the motor system. For example, healthy individuals were found
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o systematically divert their gaze and head toward the future
irection of a curved trajectory [15]. Head-direction cells in the
ntedorsal nucleus of the rat thalamus were found to systemati-
ally display anticipatory shifts toward the future direction of the
ead in space [4].

There is evidence to support a role for the cerebellum in pre-
ictive control of movement. It has been theorized [27] that the
erebellum acts as a Smith predictor. That is, a forward model pro-
ides a rapid prediction of the motor command outcome, while

 second copy of this prediction is fed back after a delay which
atches the amount of time that the actual feedback from the

ystem is delayed, such that the two can be directly compared. Indi-
iduals with cerebellar damage were found to be impaired in their
bility to generate movements that required predictive, as opposed
o reactive, control [3],  such as grip-force modulation [32]. Impor-
antly, brain-imaging data supports a role for the cerebellum in
witching between internal models when faced with a changing
otor context [22]. Under certain circumstances, however, indi-

iduals with cerebellar damage showed predictive motor ability
3], such as when required to make predictive saccades to targets
ppearing at regular intervals [25]. In addition, deficient anticipa-
ory motor control in individuals with Parkinson’s disease [30] and
n individuals who suffered a hemiparetic stroke [35] suggests that

ultiple brain regions participate in predictive control. Various
erebral regions were identified as related to switching between
nternal models [22]. Sub-cortical structures, such as the basal gan-
lia, are suggested to be involved in switching between motor plans
n a changing environment [45].

Whereas the current study explored movements of the upper
imb, examining the extensive body of research performed on the

alk-to-run (WR) and run-to-walk (RW) transitions can be instruc-
ive. Humans are found to change gait when the dimensionless
roude number is around 0.5 [1].  There is no agreement as to what
rings about this switch. Early studies asserted that humans tran-
ition between gaits at the energetically optimal speed; however,
his theory was later refuted [46]. Similarly, a minimum in the

etabolic cost of gait was shown by some researchers to corre-
pond to the transition speed, while others determined that the
ransitions occur at speeds slower than those predicted by the

inimum-metabolic cost hypothesis [31,34]. It was  suggested that
he ability of the ankle plantar flexors to produce force diminishes
s walking speed approaches the transition speed; the transition
o a running gait may  allow them to generate greater force as it
ould improve their contractile conditions, thus rendering them
ore effective in satisfying increasing energetic demands of faster
ovement speeds [31]. Finally, EMG  data support the hypothesis

hat switching between gaits is done to minimize muscle activation,
ith different sets of muscles activated depending on the gait type

34]. Theoretical considerations have led researchers to suggest a
lassical hysteresis should exist when switching between gait pat-
erns [2,9], for example, as the result of a finite delay in response
o a changing environment. Experimental evidence either pro-
ided support for this hypothesis (e.g., [19]), revealed no difference
etween the WR  and RW transitions speed [34], simply averaged
hem (see [20]), or showed reverse hysteresis [13]. Diedrich and

arren [8,9] reported individual behavior ranged from a significant
lassical hysteresis to a significant reverse hysteresis. Evidence for
everse hysteresis is found in Thorstensson and Roberthson [42] as
ell, but significance values are not reported. Getchell and Whitall

13] suggested that the reverse hysteresis phenomenon is the result
f the effect of participants’ intention on the coordination dynam-
cs.
Thus, data from both the upper and the lower limb are con-
istent with an interpretation that people engage in predictive
ontrol, and change their control strategy in preparation for a
hange in the environment, rather than perform this change only

[

[
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in feedback form, after the environmental change has taken place.
This behavior can be advantageous, as it bypasses the inherent
delays in feedback-based reactions to a changed environmental
context.
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