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Abstract—In bilateral teleoperation, a human operator manip-
ulates a remote environment through a pair of master and slave
robots. The transparency quantifies the fidelity of the teleopera-
tion system, and is typically defined as the ability to accurately dis-
play remote environment properties to the operator. We propose a
novel multidimensional measure of transparency which takes into
account the human operator and consists of three components: 1)
perceptual transparency, which quantifies human perception of the
remote environment, 2) local motor transparency, which quantifies
how far is the movement of the human operator from ideal, and 3)
remote motor transparency, which describes how far is the move-
ment of the remote device from ideal. We suggest that for many
practical applications, the goal of the transparency optimization
is to maintain perceptual and remote motor transparency while
sacrificing local motor transparency, and that it is plausible to take
advantage of the gap between perception and action in the opera-
tors sensorimotor system. We prove analytically that for a teleop-
eration channel with a position and force scaling and a constant
transmission delay, in a palpation and perception of stiffness task,
it is possible to find gains that ensure perfect perceptual and re-
mote motor transparency while maintaining stability. We also show
that stability depends on the operator that maintain sufficient arm
impedance relative to environment impedance and delay.

Index Terms—Delay effects, haptics, haptic interfaces,
human factors, human perception, physical human–robot inter-
action, telerobotics.

I. INTRODUCTION

IN bilateral teleoperation, human operators interact with a
remote environment by moving a local master robot that

controls the motion of a remote slave, and feel the forces re-
flected from the slave to the master (see Fig. 1). The quality of
interaction is affected by the teleoperation channel properties,
which have been analyzed extensively. However, until recently,
the influence of human operators and their perceptual and motor
capabilities has been largely overlooked. We aim to develop a
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Fig. 1. Schematic teleoperation system. The human operator acts through a
local controller, a channel, and a remote controller on the remote environment
with delayed and distorted feedback.

framework that exploits the knowledge of perceptual and motor
capabilities and limitations of the human operator to generate
perceptually transparent and functional teleoperation systems.
In such systems, our goal is for the operator’s intentions to
be accurately executed in the remote environment, and for the
operator to perceive the environment accurately. The primary
application of this study is telemedicine, such as remote reha-
bilitation [1], [2] and telesurgery [3], [4], but our hope is that a
broader range of applications will eventually benefit from the en-
hancements in telerobotics and telepresence technologies, e.g.,
handling hazardous materials from safe distance, performing
space vessels maintenance tasks [5]–[7], and adding a personal
touch to standard telecommunications [8], [9].

Stability and transparency are the two important aspects
of teleoperation systems addressed extensively in the litera-
ture [10]–[21]. Here, our main interest is in transparency, and
we assume that any general manipulation that we suggest to
obtain transparency is done within the constraints set by the
stability demands, and analyze stability for the simplified linear
case in Section V. Transparency is a measure of teleoperation
system fidelity. An ideally transparent system is the identity
channel, in which equal force and velocity are transmitted be-
tween the two sides. The human operator is an inherent part
of the teleoperation system, and therefore, we suggest that a
teleoperation design based on the optimization of transparency
that includes the operator may improve the performance of the
system when compared with the optimization of transparency
of the isolated mechanical system. To address this challenge,
we suggest a novel multidimensional measure of transparency
which includes three components (see Fig. 2):

i) Perceptual transparency: The human operator cannot dis-
tinguish between the system and an identity channel.

ii) Local motor transparency: The movement of the operator
(position and force trajectories) does not change when the
teleoperation system is replaced by an identity channel.

iii) Remote motor transparency: The movement of the remote
robot (position and force trajectories) does not change
when the teleoperation system is replaced by an identity
channel.

2168-2291 © 2013 IEEE
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Fig. 2. Three components of transparency: the actual teleoperation system
(left) can be perceptually (upper right), locally motor (middle right), and re-
motely motor (lower right) transparent.

Fig. 3. Example of two-port representation of a teleoperation system, and
block diagram of one possible representation of human operator and envi-
ronment. Ze and Zh are the environment and human operator impedances,
respectively, and Zto is the impedance presented to the operator. When the
p-switch is closed, the system is under position control of the human operator,
and when the f-switch is closed, it is under force control of the human operator.
The dashed lines and boxes are one possible representation of the processes
inside the human operator motor control system. We keep this representation as
general as possible to keep the perceptuomotor transparency framework general
with respect to the detailed structure of the human motor control system. In
Section VI, we address several possible levels of specification for this structure.

In Fig. 3, a block diagram of one possible representation of a
human operator, teleoperation channel, and environment is de-
picted. The details of the teleoperation channel are explained in
Section II, but at this point, we would like to focus on the human
operator and environment. The human operator is represented by
an impedance, Zh , and by movement and force signals, Vh and
Fh , respectively. The dashed lines depict a hypothetical rep-
resentation in the human operators’ sensorimotor system that
include a perceived impedance block, ẐT , and a motor planning
block from which reference trajectories Vref and Fref can be
extracted. The perceived impedance block ẐT is distinct from
Zto , the impedance that is presented to the operator at the local
side. At the remote side, the remote manipulators movements
and forces are Ve and Fe , respectively, and the impedance of the
environment is Ze . In this schematic representation, ideal per-
ceptual transparency amounts to ẐT = Ze , local motor trans-
parency amounts to (Vh , Fh) = (Vref , Fref ), and remote motor
transparency amounts to (Ve , Fe) = (Vref , Fref ).

From a practical point of view, the motor task is often defined
in the remote environment, whereas the most realistic percep-
tion must be rendered in the local site. In this sense, local motor
transparency, i.e., maintaining the motion of the operator in close
matching with the desired remote motion, is relatively unimpor-
tant. We suggest that for a nonideal teleoperation channel, it is
possible and beneficial to obtain i) perceptually transparent tele-
operation and ii) remote motor transparency without iii) local
motor transparency. In practice, perceptual and remote motor
transparencies are simultaneously attainable by changing either
the local or remote controllers, and by training of the human
operator.

Let us further explain the components of our suggested trans-
parency measure by means of an example from a possible ap-
plication: a remote surgical procedure that requires to cut a soft
connective tissue while avoiding damage to the stiffer vessels
and muscle tissue. In this scenario, there are two actions (prob-
ing and cutting) and two perceptions (soft and stiff tissue). The
surgeon acts in a local virtual environment, but the actual proce-
dure is done on a remote patient via a teleoperation system. As a
result of a nontransparent system, three potential problems that
correspond to the three components of transparency can arise:
i) the surgeon can misperceive soft connective tissue as stiff
muscle/vessel tissue; ii) the surgeon can virtually damage the
local model of the tissue when she wishes to probe the tissue;
iii) the surgeon can actually damage the real remote tissue when
she intends to probe it.

There might be scenarios in which these three problems over-
lap. For example, if the surgeon damages the muscle because
of procedural judgment error that result from misperception.
To optimize system design, it is important to identify which of
the errors was a result of the teleoperation: here, the percep-
tual transparency error lead to an incorrect estimation of the
impedance of the environment (the muscle) which lead to an in-
correct desired movement that was accurately executed in terms
of remote motor transparency. Analyzing and treating each of
the errors separately allows to take advantage of the gap be-
tween perception and action that exists in the motor system of
the human operator [22], [23], and particularly, the gap that we
found in the effect of delay on perception and action [24], [25].

In a preliminary version of this study [26], we defined these
three components of transparency mathematically, and derived
the ideal conditions for transparency. We also demonstrated the
feasibility of our framework by means of simulation of virtual
teleoperation. Then, we employed our framework in an exper-
imental study of virtual teleoperated needle insertion [25]. In
this paper, we present for the first time a complete analytical
study of this framework. We provide an analytical motivation
for our approach based on our experimental studies of human
perception and action in delayed environments. We refine the
previously presented mathematical definitions of perceptual and
motor transparency, and repeat the derivation of ideal conditions
for transparency for completeness. We prove that ideally, it is
possible to achieve perceptual and remote motor transparency
for a general linear teleoperation system (Proposition 1), but
the conditions are not easy to satisfy. In addition, we prove that
under simplifying assumptions of linearity and constancy of
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transmission delays and gains in the teleoperation channel, it is
possible to achieve perceptual and remote motor transparency in
a stiffness probing task by setting the appropriate values to ve-
locity and force gains (Proposition 2), and derive the conditions
for stability of such system (Proposition 3).

The remainder of the paper is organized as follows: in
Section II, we review preliminaries in teleoperation and hu-
man perception and action in delayed environments. We define
our transparency measure in Section III, and analyze it ana-
lytically for a general linear system in Section IV. We prove
that it is possible to design stable and transparent teleopera-
tion for a simple architecture in a one-dimensional (1-D) slicing
task in Section V, and conclude the paper with a discussion in
Section VI and conclusions in Section VII.

II. PRELIMINARIES

The teleoperation systems are typically described as two-port
networks that are represented by a hybrid parameters model of
their lumped LTI dynamics [10], [12], [13]. In this framework,
one of the possible channel descriptions is[

Fh(s)

Ve(s)

]
= H(s)

[
Vh(s)

Fe(s)

]
=

[
h11(s) h12(s)

h21(s) h22(s)

][
Vh(s)

Fe(s)

]

=

⎡
⎢⎢⎢⎣

Zin(s)
∣∣∣∣

Fe (s)=0
GF(s)

∣∣∣∣
Vh (s)=0

GV(s)
∣∣∣∣

Fe (s)=0
Z−1

out(s)
∣∣∣∣

Vh (s)=0

⎤
⎥⎥⎥⎦

[
Vh(s)

Fe(s)

]
(1)

where Fh(s), Fe(s) are the forces and Vh(s), Ve(s) are the
velocities for the local (human) and remote (environment) sides,
respectively, and H(s) is called a hybrid matrix. The physical
interpretation of the components of this hybrid matrix is: Zin
and Zout are input and output impedances, respectively; GV(s)
is velocity scaling in transmission between the local and the
remote side; and GF(s) is force scaling in transmission between
the remote and the local side (see Fig. 3 for a block diagram of
this representation).

In the last two decades, various definitions and conditions for
transparency have been presented. These include perfect corre-
spondence of position and force signals [14], exact transmission
of impedance or admittance [13], [16], or frequency-dependent
transfer functions [21]. Some studies define a physical equiva-
lent for the channel, e.g., infinitely stiff weightless connection
[15], or light and stiff virtual tool [11], [17], [20]. The common
feature among these approaches is to utilize network functions
formulation to address transparency. Importantly, under these
definitions, ideal transparency conditions are unattainable [27],
particularly in the presence of transmission delays [17]. For the
case of the four-channel teleoperation architecture [13], [16],
transparency is achievable under ideal conditions, but there is a
stability–transparency tradeoff.

In some studies, the human operator was taken into account.
This was achieved by considering force perception thresh-
olds [10], just noticeable difference for mechanical properties
and time delay [27], [28], or weighted relative change in en-
vironment impedance [28], [29]. Recently, in parallel to our
work [26], more studies evaluate teleoperation systems in terms

of human perception and task performance [30]–[33]. However,
currently, there is no systematic and consistent definition for the
transparency of teleoperation systems that take into account the
human operator as part of the overall system.

A prominent and unavoidable characteristic of the bilateral
teleoperation systems is the delay between movements of the op-
erator and force feedback. We have extensively studied the influ-
ence of the delay between position and force on the perception of
mechanical stiffness of spring-like force fields [34]–[36], and on
action during contact with such force fields [24]. A spring-like
force field is a one-sided linear spring, i.e., a compression spring,
in which an elastic force field is applied whenever the boundary
of the field is crossed, namely, when the human operator cre-
ated contact with the spring. We found that subjects overestimate
stiffness when force lags position [34], but when the hand of the
subjects remained in continuous contact with the elastic force
field, they underestimated the delayed stiffness [35]. Moreover,
we found a proximal–distal gradient in the amount of underes-
timation of delayed stiffness in the transition between probing
with shoulder, elbow, and wrist joints [36]. Interestingly, cog-
nitive and motor representations of the world around us are not
always mutually consistent [22], [23]. We found such incon-
sistencies between declarative and motor-related perception of
linear stiffness [24] and of nonlinear needle-insertion-like force
field [25].

In the remainder of the paper, we use our experimentally
confirmed model for perception of stiffness [35], [36]. We con-
centrate on the linear case, and assume wrist movements in
continuous contact with the elastic spring. In this case, the per-
ceived stiffness, K̂T , is estimated as the slope of regression of
force over position sampled data, namely

K̂T = (xh
T xh)−1xh

T fh (2)

where xh and fh are the sampled position and force vectors,
respectively.

III. PERCEPTUOMOTOR TRANSPARENCY

We suggest a new transparency measure, and set the goal of
achieving transparency for the coupled system: human operator
and teleoperation channel. The classical transparency analysis
quantifies the distance from an ideal system by observing the
transfer functions in the Laplace or frequency domain. This kind
of analysis can be appropriate for the effect of teleoperation on
action in cases where the user and teleoperation channel can be
approximated as linear systems, but it does not fully capture the
nonlinear effects on perception, or on action in the general case.
In particular, the gaps are evident in the case of teleoperation
with transmission delay.

Let us examine a simple example of teleoperation with
pure delay. Based on our experimental results described in
the previous section, it is evident that as far as the human
operator is concerned, a pure delayed channel is not trans-
parent. In these experiments, the subjects were in contact
with an elastic force field, fe(t) = Kxe(t), and therefore,
Ze(s) = Fe(s)/Ve(s) = K/s . The channel was a pure delay
ΔT , and thus, xe(t) = xh(t − ΔT ), fh(t) = fe(t − ΔT ), and
the impedance that was presented to the operator was Zto(s) =
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Fh(s)/Vh(s) = e−s2ΔT K/s, where 2ΔT is the round trip de-
lay of 50 ms. The ratio Zto(s)/Ze(s) = e−s2ΔT is almost ide-
ally transparent with respect to the network functions frame-
work: it is transparent in magnitude, and includes a linear
phase shift. In many studies, the analysis of transparency is per-
formed with respect to the magnitudes of transfer functions [21],
[29], [37], [38], and the analysis of stability takes into account
the phase. In some studies, delay is taken into account as phase
shift, or using the Pade rational approximation of delay [19].
In general, this nearly ideal transparency transfer function is in
contradiction with our experimental observation that a teleop-
eration channel consisting of a pure delay is not transparent in
terms of human perception and action. Here, we suggest a novel
approach to quantify these effects.

A. Motor Transparency Error

The following definitions refer to both local and remote trans-
parencies. Consider the mixed configuration/force vector q(t)
which consists of the position, x(t), orientation, θ(t), force f(t),
and torque τ (t)

q(t) = [ f(t) θ(t) f(t) τ (t) ]. (3)

For a specific temporal window and sampling rate, we observe
the following mixed configuration/force matrix:

q = [q(t1)T · · · q(tN ) ]T (4)

where the •T superscript is the transpose of a matrix. Using this
notation, for a specific task, we can define a reference trajectory
in the configuration/force space, q

ref
. Ideally, we would like to

use the planned trajectory of the user as a reference trajectory
(see dashed lines in Fig. 3); however, because we do not have
access to this trajectory, we assume that the user aims for a
trajectory that optimizes the performance according to the re-
quirements of the task. This trajectory can be general, and define
path only, or specific, and define exact position and interaction
forces as a function of time. There might be requirements such
that this reference trajectory will be feasible; for example, if the
environment couples position and force (e.g., linear spring), the
reference trajectory must be in accordance with this coupling.
To keep the analysis general, in our definitions, we do not con-
sider how such a trajectory should be determined, or whether it
is represented anywhere in the human motor system.

We define the motor transparency error (MTE) based on the
distance between the reference trajectory matrix, q

ref
, and the

actual (local or remote) trajectory matrix q
T

MTE = (‖q
T
− q

ref
‖W )/C (5)

where ‖q‖W is a weighted norm, such as the weighted quadratic
norm Tr(qWqT ), W is a weighting matrix that takes care of
the units conversion, physical quantities conversion, and relative
weighting between the different components of the configura-
tion/force vector, and C is a complexity measure of the task,
such as the length or duration of the movement. The MTE can
be calculated based on the entire trajectory, or at specific time
instances.

Using this definition, the local or remote motor transparency
errors (MTEL or MTER , respectively) are defined by assigning
the appropriate mixed configuration/force matrix values into (5).
For MTEL , these are the values of the local side of the system,
q

hT
, and for MTER , the values of the remote side, q

eT
.

B. Perceptual Transparency Error

The human perception of mechanical properties follows
Weber’s law [39]. Therefore, we use a relative measure [27]
and define the perceptual transparency error (PTE) as

PTE = |(ẐT − ẐI )/ẐI | (6)

where ẐT is the estimation of the perceived impedance through
the teleoperation channel, and ẐI is the perceived impedance
through an ideal channel. This definition of perceptual trans-
parency error is very general, since it does not include a
specific definition for the estimation of perceived impedance.
For example, it is identical to one of the classical definitions
of transparency [13], [16], if we substitute ẐT = Zto(s) and
ẐI = Ze(s) .

In our more specific definition of perceptual transparency
error, we concentrate on the perception of stiffness, and define
PTE as

PTE = |(K̂T − K̂I )/K̂I | (7)

where K̂I and K̂T are the estimation of the perceived stiffness
through the identity and the general channels, respectively. We
chose to concentrate on stiffness because it is the dominant me-
chanical property in the bandwidth of natural movements [28].
Nevertheless, a similar definition can be used for other mechani-
cal properties that might be important for different teleoperation
applications.

IV. OPTIMIZATION OF TRANSPARENCY

We can formulate our goal to minimize the perceptual and
remote motor transparency error as follows:

H = argmin
hi j ; i = 1, 2; j = 1, 2

{wPPTE + wMRMTER} (8)

where the •R subscript refers to remote, and wP and wMR are
the weights for perceptual and remote motor transparency errors,
respectively. This optimization should be performed such that
human factor constraints are met at the local side, e.g., limits of
comfortable and dexterous workspace, or excessive movements
that might cause fatigue.

A. Ideal Transparency

Using the notation that we introduced in Section II, Fig. 3, and
a few algebraic manipulations on (1), we write the impedance
observed by the human operator as

Zto(s) = h11(s) + h12(s)h21(s)(1 − Ze(s)h22(s))−1Ze(s).
(9)

For simplicity, in the remainder of the paper, we con-
sider 1-D movements and forces (no torques), such that
q(t) = [x(t) f(t) ], with its Laplace transform Q(s) =
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TABLE I
IDEAL CONDITIONS FOR MOTOR TRANSPARENCY

Note that these conditions were derived for the case of teleoperator position–force
architecture, and the position and force control defined in the table relate to the human
operator control choice. The ideal conditions for other architectures, that include the
most general four-channels architecture, can be derived similarly, but are left out of the
scope of this paper for clarity and flow of paper.

[ X(s) F (s) ]. Under these assumptions, perfect local motor
transparency (5) is satisfied for qT (t) = qh(t) = qref (t), and
thus for Qh(s) = Qref (s).

When deriving the conditions for motor transparency, we
consider two possible control strategies of the human operator:
position and force control, and one possible teleoperator control
architecture: position–force. Generally, it is possible to follow
the same method and derive the ideal conditions for transparency
for any teleoperation architecture. We chose to focus on the sim-
plistic position–force architecture because we ground our theory
in our human studies [24], [34]–[36] that were obtained using
this architecture. For the case of human operator position control
(see Fig. 3 with p-switch connected, and f-switch disconnected),
with a few algebraic operations, we obtain

Qh(s)=Zh(s)(Zh(s)+Zto(s))−1 [Xref (s) sZto(s)Xref (s) ].
(10)

Therefore, the conditions for local motor transparency are

Zh(s) → ∞ and Zto(s)sXref (s) = Fref (s). (11)

Similarly, we derived the conditions for remote motor trans-
parency according to Qe(s) = Qref (s), and for the case of
human operator force control (see Fig. 3 with p-switch discon-
nected and f-switch connected), as summarized in Table I.

B. Transparency Tradeoffs

In this subsection, we show that a linear analysis supports
the assertion that it is possible to achieve perceptual and remote
transparency without local motor transparency. When subjects
probe spring-like force fields, transmission delay causes distor-
tion in their perception of stiffness. We write a linear approxi-
mation around a working point for the general effect of teleoper-
ation on the perceived impedance, ẐT (s) = D(s)Zto(s), where
D(s) is the perceptual distortion between the impedance that is
presented to the operator, Zto(s), and the perceived impedance,
ẐT (s).

Proposition 1: Let xref (t), fref (t) be a reference trajectory,
which is defined to be physically plausible in contact with an
environment Ze(s), namely:

Ze(s)sXref (s) = Fref (s). (12)

Fig. 4. Block diagram of the simple position–force teleoperation system
architecture.

Let Zh(s) be linear human operator impedance, and H(s)
be the hybrid matrix that represents a linear 1-D dynamics
of a general nonideal teleoperation system. In addition, let
ẐT (s) = D(s)Zto(s). Then, it is possible to set the parame-
ters of H(s) such that MTER = PTE = 0, but under these
conditions, MTER �= 0.

Proof: Let us examine the case of human operator position
control at local side (first row of Table I). We set

h21(s)(1 − h22(s)Ze(s))−1 = 1 (13)

the operator increases her impedance such that

Zh(s) → ∞ (14)

and together with (12), we ensure that Qe(s) = Qref (s). There-
fore, according to (5), MTER = 0. Next, we select the hybrid
matrix parameters such that

h11(s) = Ze(s)(D(s)−1 − h12(s)). (15)

Substituting (13) and (15) into (9) yields Zto(s) = h11(s) +
h12(s)Ze = Ze(s)D(s)−1 . In this linear analysis, ẐI (s) =
Ze(s). Therefore, ẐT (s) = ẐI (s), and substitution to (5)
yields PTE = 0. However, now, Zto �= Ze(s), and therefore,
Zto(s)sXref (s) �= Fref (s) and MTER �= 0. �

Proposition 1 demonstrates the essence of our main assertion;
however, the derived conditions in this section are not easy to
satisfy. Condition (13) cannot be satisfied with a causal system
online because of the delay, and requires prediction of future
state. Condition (14) is unrealistic: one cannot create infinite
impedance using natural human grip. Therefore, in the next
section, we will derive realistic conditions for transparency in
simplified teleoperation architecture.

V. TRANSPARENCY AND STABILITY IN A SIMPLE

TELEOPERATION CHANNEL

In this section, we prove that it is possible to achieve percep-
tual and remote motor transparency, and maintain stability in a
particular, simplified, teleoperation architecture that is depicted
in Fig. 4 in a simple task. This system resembles the virtual
1-D teleoperation that we used in our psychophysical studies of
perception of delayed stiffness using wrist movements [35], and
therefore, we will utilize our experimentally confirmed model,
(2).

We model the human operator as a linear time invariant second
order mechanical system, i.e.,

Zh(s) = Mhs + Bh + Kh/s. (16)

Such a model for human hand impedance is very common
[40], [43], and provides a reasonable approximation for short
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movements around a working point. We assumed ideal dynamics
for the master and slave robots, i.e.,

h11(s) = h22(s) = 0 (17)

and a nearly ideal transmission line consisting of a scaling and
a delay, i.e.,

h21(s) = GVe−sΔT , h12(s) = GFe−sΔT , and GVGF > 0.
(18)

Following our psychophysical studies [35], we chose an en-
vironment of linear elastic spring:

Ze(s) = K/s. (19)

We assume unbiased perception of stiffness in the ideal case,
K̂I = K.

We start by assuming that stability is maintained, and deriving
the values of force and position gains of the teleoperation chan-
nel such that perceptual and motor transparency are satisfied;
then, we find the constraints on these values that assure stability.
We conclude this section with a numerical example for a stable
and transparent system for a particular probing frequency.

A. Perceptual Transparency

For analysis of perceptual transparency, we employ the model
(2), to describe an estimation that takes place in the human
perceptual system. It is defined for sampled position and force
data, and therefore, we assume a specific sampling frequency
Ts , and a delay ΔT such that it can be expressed as integer
number of samples nΔT = ΔT/Ts ∈ Z+ . We wish to prove
transparency analytically, and therefore, our first step is to derive
an analytical, rather than regression based, expression for the
perceived stiffness through a channel with gain and delay.

Lemma 1: Consider teleoperation system that satisfies (17)–
(19). Then, we can rewrite (2) as

K̂T = KGVGF
rxh xh (2nΔT )

rxh xh (0)
. (20)

Proof: Rewriting (2) using a notation where •[i] is the ith ele-

ment in vector •, yields K̂T =
∑ n

i = 1 fh [i]xh [i]∑ n
i = 1 (xh [i])2 = rf h x h (0)

rx h x h (0) , where

rxx(n) is the discrete autocorrelation function of the signal
x(t) for a lag of n samples, and rxf (n) is the discrete cross-
correlation function of the signals x(t) and f(t). Both these
functions are calculated from the sampled finite versions of the
signals. Following (18), xe(t) = GVxh(t − ΔT ) and fh(t) =
GFfe(t − ΔT ). The discrete, sampled, versions of the signals
are xe [i] = GVxh [i − nΔT ] and fh [i] = GFfe [i − nΔT ]. Thus,

K̂T = K GV GF
∑ n

i = 1 xh [i−2nΔ T ]xh [i]∑ n
i = 1 (xh [i])2 = KGVGF

rx h x h (2nΔ T )
rx h x h (0) . �

Corollary 1: Note that for any signal, |rxx(n)| < |rxx(0)| [41]
(the equality holds for periodic signals when n is the period
time). Hence, it directly follows that for GV = GF = 1, stiff-
ness is underestimated (or unbiased for very specific probing
frequency and delay), regardless of the nature of probing move-
ments. This is consistent with our experimental results [35], [36].
The unbiased estimation happens for periodic probing with
probing frequency such that the probing movement period is

identical to the round trip delay, and hence, the operator re-
ceives undistorted information.

Lemma 2: Consider a teleoperation system that satisfies (17)–
(19). Let xh(t) = Ah sin(ωt + φ) be a sinusoidal probing move-
ment, and (2) be the perceived stiffness. Then, for every probing
frequency such that

ωΔT ∈ [0, 0.25π) ∪ (π(k − 0.25), π(k + 0.25)) ; k = 1, 2, ...
(21)

PTE = 0 if and only if

GVGF = 1/ cos(2ωΔT ). (22)

Proof: The autocorrelation function of xh(t) = Ah sin(ωt +
φ) is rxh xh (τ) = A2

h cos(ωτ)/2. For t = nTs , we can write a
discrete autocorrelation function rxh xh (n) = A2

h cos(ωTsn)/2.
We can use (20) to calculate the perceived stiffness (Lemma 1)
for any probing frequency K̂T = KGVGF cos(2ωTsnΔT ) =
KGVGF cos(2ωΔT ). Thus, K̂T = K if and only if (22) holds.
Substituting K̂T = K into (7) yields PTE = 0. �

Corollary 2: From an intermediate result in the last proof,
it is easy to derive an expression for the perceived stiffness
through pure delay (unity gain) channel, K̂T = K cos(2ωΔT ).
The perceptual effect of delay indeed increases with increasing
delay and probing frequency, and if the user moves very slowly,
the delay will have no effect on perception and action. However,
such move and wait strategy is not efficient in many cases for
task performance.

We wish to avoid infinite or negative loop gain in our tele-
operation system, and therefore, we add (21) as a constraint on
probing frequencies that allow perfect perceptual transparency.
In practice, perception of mechanical properties of an object is
maintained only for small one-way delays of up to 50 ms. These
delays are significantly smaller than the typical probing period
of about 500 ms or more. Therefore, for practical applications,
(21) is not a limiting constraint.

B. Motor Transparency

In our study of the effect of delay on action [24], we asked the
subjects to perform an accurate, 1-D, forth and back “slicing”
movement with the peak penetration at a predefined target. We
use the same task here for the evaluation of motor transparency.
We chose this movement because of its simplicity: the perfor-
mance is evaluated according to the position at a single point in
the trajectory—the reversal point. However, it is an important
task in various applications of teleoperation; for example, this
movement is used in clinical setting for fine needle aspiration
of palpable and nonpalpable lesions.

For this simple task, the mixed configuration/force matrix
is a single point q = xrev—the position at reversal. This also
leads to the simplest weighting matrix W = 1, and a complexity
measure C = 1. Under these assumptions, (5) is reduced to

MTE = (max(x) − max(xref ))
2 . (23)

Lemma 3: Consider a stable teleoperation system that sat-
isfies (16)–(19). Let xh(t) = Ah sin(ωt + φ) and xref (t) =
Aref sin(ωt + φ) be sinusoidal actual and reference trajecto-
ries. Let (23) be the definition of MTE. Then, MTER = 0 if
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and only if

G2
V =

(Kh − Mhω2 + KGVGF cos(2ωΔT ))2

(B2
hω2 + (Kh − Mhω2)2)

+
(Bhω + KGVGF sin(2ωΔT ))2

(B2
hω2 + (Kh − Mhω2)2)

. (24)

Here, we assumed stability. This assumption can be replaced by
the stability conditions from subsection D.

Proof: Under the assumption of pure sinusoidal probing
movements, their amplitude determines the maxima of the
movements. Hence, for a stable LTI system and probing fre-
quency ω, MTE = 0 if and only if the following condition on
the magnitude of the frequency response of the closed-loop
transfer function holds

|Tcl(jω)|2 � |V (jω)|2/|Vref (jω)|2 = 1. (25)

To describe the remote and local motor transparency, we use
Fig. 4, and write the remote and local velocity closed loop
transfer functions

TclR (s) =
Ve(s)
Vref (s)

=
(Mhs2 + Bhs + Kh)GVe−sΔT

Mhs2 + Bhs + Kh + GVGFe−s2ΔT

(26)

TclL (s) =
Vh(s)
Vref (s)

=
(Mhs2 + Bhs + Kh)

Mhs2 + Bhs + Kh + GVGFe−s2ΔT
.

(27)

We are interested in remote motor transparency, and hence
we demand |TclR (jω)|2 = 1, namely

G2
V (B2

h ω2 + (Kh − Mh ω2 )2 )
(Kh − Mh ω2 + KGV GF c(2ωΔT ))2 + (Bh ω + KGV GF s(2ωΔT ))2

= 1

where c(•) and s(•) stand for cos(•) and sin(•), respectively.
Therefore, MTER = 0 if and only if (24) satisfied. �

Using (25), it might seem that we adopt the traditional transfer
functions analysis. However, the traditional definitions of trans-
parency are written in terms of transfer functions between local
and remote sides (positions, forces, or impedances). In contrast,
here, we use transfer functions between desired and actual (local
or remote) trajectories. A direct result from comparing (26) and
(27) is that for any GV �= 1, the local motor transparency must
be sacrificed for remote motor transparency.

C. Perceptual and Remote Motor Transparency

Proposition 2: Consider a stable teleoperation system that
satisfies (16)–(19). Let xh(t) = Ah sin(ωt + φ) and xref (t) =
Aref sin(ωt + φ) be sinusoidal actual and reference trajectories.
Let (23) be the definition of MTE. Then, MTER = 0 and PTE =
0 if and only if (22) and

G2
V =

(Kh − Mhω2 + K)2 + (Bhω + K tan(2ωΔT ))2

(B2
hω2 + (Kh − Mhω2)2)

(28)
are satisfied.

Proof: Follows directly from Lemmas 2 and 3 by substituting
(22) into (24).

To conclude, we showed that for the system described in
Fig. 4 and a palpation task, under the assumption of stability,
for every desired probing frequency of the movements of the
human operator that satisfies (21), there exist gains that ensure
perceptual and remote motor transparency. These gains can be
calculated according to (22) and (28).

D. Stability Analysis

In this subsection, we will derive the conditions for which our
assumption of stability holds. We wish to analyze the stability
of the closed loop system, with the transfer function (27). We
follow [42], and say that the system is stable if the roots of
the quasi-polynomial Mhs2 + Bhs + Kh + GVGFe−s2ΔT are
in the open left-half plane. For simplification of the analysis, we
substitute τ = 2ΔT , the total loop delay. In [42], the stability
of a quasi-polynomial of the form Hτ (s) = A(s) + B(s)e−sτ ,
where τ > 0 and A(S) and B(s) are second order real polyno-
mials is analyzed by accounting for jω-axis crossing of the roots
as τ increases. The roots can cross the jω-axis from left to right
(and become unstable) or from right to left (and become sta-
ble), and the corresponding frequencies are called switch (ωσ )
and reversal (ωρ ) frequencies, respectively. Here, we apply their
results directly for our simpler quasi-polynomial.

All the constants Mh , Bh ,Kh , GVGF are real and positive,
and therefore, the zero delay polynomial has no right-half plane
roots. The stability analysis for other delays depends on the
existence of switch and reversal crossover frequencies.

Proposition 3: Consider a system with closed loop transfer
functions (26) or (27). Then

If⎧⎨
⎩

Kh > KGVGF

KhB2
h

Mh
− B4

h

4M 2
h

> (KGVGF)2 or

⎧⎨
⎩

Kh = KGVGF

Kh

Mh
− B4

h

2M 2
h
≤ 0

(29)
there are no crossover frequencies at all, and the system is delay
independent stable (namely, stable for any delay).

If

Kh < KGVGF or

⎧⎨
⎩

Kh = KGVGF

Kh

Mh
− B4

h

2M 2
h
≤ 0

(30)

the only crossover frequency is a switch, ωσ = Kh
M h

− B 4
h

2M 2
h

+√
(KGVGF)2 − Kh B 2

h
M h

+ B 4
h

4M 2
h

, and therefore, the system is sta-

ble for τ < τσ,0 , τσ,0 = 1
ωσ

arctan( ωσ Bh
M h ω 2

σ −Kh
).

If ⎧⎨
⎩

Kh > KGVGF

KhB2
h

Mh
− B4

h

4M 2
h
≤ (KGVGF)2 (31)

there are two crossover frequencies, a switch and a rever-

sal, ωρ,σ = Kh
M h

− B 4
h

2M 2
h
∓

√
(KGVGF)2 − Kh B 2

h
M h

+ B 4
h

4M 2
h

, and
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Fig. 5. Frequency responses of the velocity transfer functions for unity and
transparency optimized channel gains.

the system is stable for τ ∈ [0, τσ,0) ∪ (
⋃k0

k=1(τρ,k−1 , τσ,k )),
τ•,0 = 1

ω•
arctan( ω•Bh

M h ω 2
• −Kh

); τ•,k = τ•,0 + 2π
ω•

k; k = 0, 1, ...,

where “•” stands for either “σ” or “ρ,” k0 = 
( 1
ωσ

−
τρ , 0 −τσ , 0

2π ) ωσ ωρ

ωσ −ωρ
� ≥ 0, and 
 � stands for “ceil” (round toward

∞) operation.
Proof: Direct consequence of the analysis in [42], by sub-

stituting A(s) = s2 + Bh
M h

s + Kh
M h

and B(s) = K GV GF
M h

in (1)
in [42].

E. Numerical Example

To illustrate our analytical results, we present a numerical
example of a system with parameters that are similar to our psy-
chophysical studies [36]: environment stiffness K = 145 N/m
and one-way delay of ΔT = 25 ms. The size of the delay was
chosen to represent intermediate level of delay which is large
enough for inducing significant perceptual and motor effects in
typical movement frequencies, but not too large such that the
perception of objects (elastic springs) is still maintained. Such
a transmission delay is typical of long distance teleoperation on
earth (e.g., Operation Linbergh in which surgery was performed
via teleoperation between New York and Strasbourg [4]) or
to ground-to-earth-orbit teleoperation via radio link [7]. Fol-
lowing [26], [43], we set Mh = 0.15 kg, Bh = 5 Ns/m, and
Kh = 500 N/m.

In Fig. 5, the closed loop local and remote motor velocity
frequency response are depicted for 0 and 25 ms one-way delay.
These are depicted for unity position and force gains, and for
GV = 1.3, GF = 0.95, gains that ensure perceptual and remote
motor transparency for probing movement period of 500 ms
(ω = 4π rad/s). These frequency responses describe the ratio
between actual and desired trajectories, and hence, any devi-
ation from unity gain or zero phase indicates a lack of trans-
parency. The zero delay transfer function is not transparent, but
its dependence on frequency is very weak and the phase is close
to zero up to 10 Hz, which is much higher than the typical fre-
quencies of human hand movements of up to 3 Hz in various
applications [8], [28], [44]. This means that transparency can be
achieved by changing the gains of the channel. In the delayed
case, the range of weak dependence on frequency is reduced,

Fig. 6. Optimal teleoperation channel gains for typical frequencies of human
hand movement (up to 3 Hz).

but the dependence remains moderate in the frequencies range
of natural movements. In addition, not surprisingly, the remote
transparency suffers from significant lag.

In Fig. 6, the optimal gains that ensure perceptual and remote
motor transparency are depicted for the typical frequencies of
human hand movements. For all the optimal gain values in
this range, this system satisfies (29), and hence, stable for any
delay. Actually, this is true as long as GVGF < 1.9, and the
range of possible gains is increased with increasing Kh , the
stiffness of the human operator, relative to K, the stiffness of
the environment.

VI. DISCUSSION

We defined a new multidimensional measure for transparency
in teleoperation. This measure includes perceptual, local motor,
and remote motor transparency components. We propose that
perceptual as well as the remote transparency errors should be
minimized, by possibly sacrificing the local motor transparency.
This is because in many cases of teleoperation, the motor task
resides, in the remote environment, and the realistic perception
must be rendered in the local environment, where the human
operator is located. For any than the ideal channel, for such
transparency to be applicable, we rely on the experimental evi-
dence for a gap between human perception and action [22], [23],
especially for the case of virtual teleoperation in contact with
linear [24] and nonlinear mechanical environments [25]. We
proved the feasibility of this process analytically: we derived
the ideal requirements to obtain transparency for a general lin-
ear two-port channel. For a teleoperation channel with position
and force scaling and constant transmission delay, in a palpation
and perception of stiffness task, we found analytically gains that
assure perfect perceptual and remote motor transparency, and
derived the conditions for stability of such system. An inter-
esting observation from this analysis is that stability depends
on the operator to maintain sufficient arm impedance relative
to environment impedance and delay. There is experimental
evidence from previous studies that users indeed adjust their
arm impedance to compensate for unstable dynamics of robotic
interfaces [45], [46].

A. Applicability and Extensions

We employed a preliminary version of the current framework
in an experimental study of teleoperated needle insertion [25].
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There, we first identified the effect of delay on the answers of
subjects about the perceived stiffness (perceptual transparency)
and on their probability of overshooting in the insertion of the
needle (motor transparency). Then, we determined the gain nec-
essary for motor transparency based on the experimental evalu-
ation. Because there was no perceptual effect of delay, we kept
the total loop gain at unity to maintain perceptual transparency.
The environment was nonlinear, and hence the gain that was nec-
essary to achieve transparency was qualitatively different from
the gain that was calculated in the current paper. Nevertheless,
we did show experimentally the plausibility of our suggested
framework: by changing the gain of the teleoperation channel,
perceptual and remote motor transparency was achieved.

For motor transparency, we focused on task performance-
oriented approach in which local motor transparency is rela-
tively unimportant. This allows the exploitation of the gap be-
tween perception and action in the human motor system, and
the achievement of perceptual and motor transparency without
local motor transparency. We think that this approach is appli-
cable based on previous reports about the differences between
cognitive and motor representations [22], [23], and on specific
inconsistencies that we found between the effect of delay on
declarative and motor-related perception of linear stiffness [24].
A similar gap was central to our design for perceptual and mo-
tor transparency in interaction with delayed needle insertion-like
force field [25].

In addition, in cases where the baseline gap between per-
ception and action is insufficient for transparency optimization,
training of the human operator can be a practical strategy to
improve transparency. Such training-induced dissociation be-
tween perception and action was reported in many studies of
motor adaptation. For example, in adaptation to force fields [47],
many of the subjects report that, by the end of training, they no
longer feel any external forces, and when the force field is sud-
denly removed, they report that they felt a force pushing their
hand, in the trials where the robot produced no forces.

The perceptual transparency error was defined here only for
the local human operator. However, in applications to telere-
habilitation [2], or other cases of collaboration via teleopera-
tion [8], [48], [49], in which the remote side is also operated
by a human, one should also consider the remote perceptual
transparency, namely, the remote operator cannot distinguish
between the teleoperation channel and the identity channel, and
extend the theory accordingly. In addition, we focused on per-
ception of stiffness. Indeed, it is the dominant mechanical prop-
erty in natural hand movements [28]. However, addition of iner-
tia and viscosity is a prominent effect of delay [17], [19], [50].
Therefore, in future studies, other mechanical properties should
be incorporated into the perceptual error.

B. Limitations and Potential Remedies

The analysis that is presented here is a first attempt to optimize
perceptual and motor transparency for a simplified teleoperation
channel: a simple environment—pure stiffness, a simple model
for the human operator—linear second order system, and a sim-
ple motor task—slicing. These simplifying assumptions allowed

us to perform a complete analytical analysis of transparency and
stability. Further studies are necessary to extend the framework
of optimization for perceptual and motor transparency in re-
alistic teleoperation architectures. In the next paragraphs, we
discuss how our framework could be modified or extended to
address some of the limitations of these assumptions.

We did not take into account the dynamics of the master
and slave manipulators and their controllers. Adding linear ap-
proximation of their dynamics would not change our results
qualitatively, but would complicate some of the expressions.
For example, adding a second order model of the master manip-
ulator, that is often approximated as inertia and damping [12],
[14], [17], [18], i.e., Zm(s) = Mms2 + Bm , would simply in-
crease the inertia and damping parameters of the human side in
the denominators of (24) and (26)–(28), and in the analysis of
stability in (29)–(31). It would also add nondelayed inertial and
viscous components to the perceived impedance of the environ-
ment. In many cases, the latter are negligible because often the
design requirements for master manipulators are to have small
inertia and damping, either by means of mechanical design or
control. Adding a similar approximation of the slave manipula-
tor will increase the order of B(s) in the analysis of stability,
but this would only complicate the mathematical expressions
without changing the qualitative conclusions, e.g., that the user
can maintain specific impedance that depends on the parameters
of the master and slave devices as well as the environment, and
ensure delay independent stability.

As discussed earlier, we did not include local motor trans-
parency in our transparency optimization. However, local mo-
tor transparency might become important if a smooth transfer
between delayed and nondelayed teleoperation or transfer be-
tween different tasks is necessary. In addition, some constraints
on local motor performance might result from human factors
considerations such as dexterous workspace limitations or fa-
tigue. Our framework can be modified to include optimization
for local motor transparency by adding wMLMTEL term to (8).
It is important to note that unless the channel is ideal, there is a
tradeoff between the local and remote motor transparencies, and
their relative importance should be specified in the transparency
optimization by using the weights wML and wMR .

Our result of the optimal velocity and force gains is specific
for the task of probing the stiffness of a compliant elastic field
with predefined penetration depth. However, most of the practi-
cal tasks are more complicated, and therefore, before suggesting
a general framework for transparency optimization, the analy-
sis needs to be extended and validated in additional scenarios.
Other tasks may include transitions between environments with
varying levels of stiffness, including the extreme cases of free
space movements (K = 0) and rigid contact (K = ∞). Because
the impedance of the environment is one of the factors that de-
termine the optimal gains for perceptual as well as motor trans-
parencies, to allow for transparent teleoperation, the impedance
of the environment should be either known prior to task exe-
cution, or estimated online and used to adjust the gains of the
teleoperation channel. For the extreme cases, the impedance
of the environment also determines the control mode: position
control in free space, and force control in rigid contact. The
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weighting matrix in (5) provides our framework with the nec-
essary flexibility to switch between transparency that is com-
patible with position control (by setting high weights on the
position/orientation components of the configuration vector),
force control (by setting high weights on force/torque compo-
nents of the configuration vector), or combination thereof. In
addition, the framework can be extended to allow time varying
W(t) that can be defined prior to the task for different parts of
the task, adjusted online by the user, or automatically adjusted
online based on estimation of environment properties or user
intent. For such complicated scenarios, it is very likely that the
optimal gains for transparency could no longer be calculated an-
alytically, and instead, a numerical optimization, or some form
of trial-to-trial adaptation of the gains could be utilized.

Tsuji and Tanaka [46], suggested using such adaptive training
of the parameters of a controller for an assistive human–robot
system, and showed improvement in tracking control perfor-
mance. Interestingly, an intermediate level of assistance was
optimal, because the users responded to assistance by changing
their control and impedance. This means that in the design of
such adaptive control systems, there is a tradeoff between how
much the system parameters should be adapted, and how much
of the adaptation is left for the user. There is ample of evidence
for adaptation in the human motor system [47], [51], [52], and
they should be considered in human-centered system design.
Specifically, Krakauer et al. showed that users could adapt to a
change in the gain of a cursor movement from 1 to 1.5 within less
than 10 movements [53], which indicates that adaptive change of
controller parameters is applicable. The effect of such changes
on the performance of various tasks is yet to be explored, but a
recent study of drivers adaptation to a change in steering torques
during lane changing maneuvers [54], [55] provided promising
results—they showed that the path following accuracy of the
drivers was robust to changes in the steering torque feedback,
albeit, not to changes in the responsiveness of the car to steer-
ing. In addition, in our framework, the effect of such adaptive
changes on perception should be addressed.

Similar online adjustments of gains could be useful also to
account for the frequency dependence of the optimal gains.
For many teleoperation tasks such as explorative palpation to
determine the stiffness of remote objects [34]–[36] or remote
handshake [8], [9], users tend to perform movements that can
be well approximated as sinusoidal inputs with a narrow band-
width. These are the cases where the current framework is ap-
plicable directly by estimating the probing frequency from the
initial segment of movement of the user and choosing the appro-
priate teleoperation gain. For many other tasks, the frequency of
movement changes at a slow time scale, and therefore, the fre-
quency can be estimated online and used to adaptively change
the teleoperation gains. The movements of human operators in
many applications are limited to a narrow range of frequencies
between 1–3 Hz [8], [28], [44]. In our numerical example, this
is a region where the optimal force gain changes rapidly, which
may limit the success of such adaptation if the frequency of
movement changes too fast.

For the rare case of higher frequencies, our analysis of motor
transparency and stability holds regardless to value of the de-
lay, but the perceptual transparency holds only as long as (21)

is satisfied. This means that for one-way delay of 25 ms, our
perceptual transparency optimization holds for movement fre-
quencies up to 5 Hz. Such high frequencies result either from
user tremor or hard environment contact transients. The first case
could be easily treated by low-pass filtering of the movement of
the user before transmission to remote side. The contact-related
high frequencies could have interesting implications [56], but
their treatment would require nonlinear system description, and
therefore, is left outside of the scope of the current paper.

C. Human Operator Model

In our study, we addressed a simple second order linear model
for the impedance of the human operator. In practice, it is known
that the human operator impedance is not linear, and that it
changes with posture [57], [58], task [59], [60], environment
dynamics [45], [46], and more, by means of cocontraction pat-
terns between different muscles of the arm, and adjustment
of reflex gains. In our framework, the optimal parameters of
the teleoperation channel as well as the overall system stabil-
ity depend on the impedance of the operator. Therefore, the
techniques for estimating the impedance of the operator during
posture maintenance [57], [61] and movement [62], [63] can
be used for the adjustment of channel parameters. The recent
attempts to incorporate the impedance of the user in teleoper-
ation control showed promising results. For example, to allow
the user to adjust the impedance of the slave robot by changing
the grip force on the master stylus was shown to be beneficial
over any fixed impedance of the slave [32]. In a different study,
the impedance of the slave robot was adjusted based on the mea-
surement of muscle activation using electromyography [64]. In
addition, in cases where it is impossible to find a gain that will
optimize transparency and maintain stable system, the users can
be trained to change their impedance such that the overall system
transparency and stability will be improved.

Future studies could extend the simplified human operator
model in Fig. 3 and our linear second order approximation to
more realistic models. For example, we could include sepa-
rate contribution of intrinsic mechanical properties of muscles
and reflex pathways [60], [61], [65], internal inverse and for-
ward models [47], [55], [66], delayed feedback [67], or optimal
feedback control [68], [69]. Nonlinear models, e.g., Hill-type
model, or one-fifth power damping [70], could be considered
to describe the muscles. In addition, we assumed a reference
trajectory that optimizes task performance. Indeed, many theo-
ries in human motor control employ optimality principles [69].
However, which cost does the motor system optimize in motor
planning [71], and whether trajectories are computed prior to
movement in open loop, or are optimized online in closed loop
depending on sensory feedback [69], are still open questions.
Importantly, the most realistic and accurate model of the human
operator is not necessary the best model to use in our frame-
work, because it might be computationally too complicated and
will not allow analytic or fast enough numeric optimization of
transparency. Exploring the benefits, limitations, and tradeoffs
of using these different levels of user approximations are left to
future studies.
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Fig. 7. Schematic representation of the extended teleoperation framework.
The “human operator” block from Fig. 1 was replaced with additional teleoper-
ation channel connecting the CNS of the user with his hand.

Finally, regardless to which implementation of human oper-
ator model is chosen, it can be incorporated into the framework
as another two-port teleoperation channel that connects the cen-
tral nervous system of the users with their limbs; namely, the
schematic view in Fig. 1 can be extended into the schematic
view that is presented in Fig. 7. Such conceptual view of the
system was suggested before [72], and moreover, in [73], [74],
a specific architecture of “wave variables” teleoperation and its
physiological meaning was suggested as a model of the human
motor system.

VII. CONCLUSION

We suggest a new multidimensional measure for transparency
in teleoperation that focuses on optimizing the performance of
the coupled human operator teleoperation channel system, and
includes perceptual, local motor, and remote motor transparen-
cies. We derived the ideal transparency conditions for the gen-
eral linear case, and found the control parameters that assure
perfect perceptual and remote motor transparency in the case
of a teleoperation channel with position and force scaling and
constant transmission delay, in a palpation and perception of
stiffness task. We found that in this case, the stability depends
on the operator maintaining sufficient arm impedance relative
to environment impedance and delay. We discussed the possible
extensions of this framework such that it can be implemented in
a wider range of realistic teleoperation tasks.

Achieving transparency of a teleoperation system is a daunt-
ing challenge that is yet to be solved. We strongly believe that
understanding the human motor control is essential in order to
develop a useful system, and hope that the definitions and tools
provided in this study would be useful in future development of
teleoperation systems.
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